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ABSTRACT

Implementation of the Taylor Series Video image Processing (TSVIP)

algorithm for tracking and guidance is presented using an HP 2100 digital

computer to solve the equation. Closed loop system operation was achieved

using a Reticon 100 x 100 matrix photodiode camera, a microproces.5or con-

trolled A/D converter as an interface to supply signals to the coruter and

poan tilt servoes operating from co=uter generated signals to control

camera position. Tentative studies of CCD imlementation including experi

mental data are presented for eventual elimination of the digital computer.

Alternate alcoriti-mn studies compare the capabilities of compleneiting and

supplementing methods to the TSVIP. A hierarchy of algorithnms is antici-

pated for eventual practical imple-ntation.

E

!

II .-- ----.--



X

Chapter I

INTRODUCTION

1.1 Background

This report describes the second year of research concerning the funda-

mentals of tracking and guidance using computer vision with an emphasis on

Charge Coupled Devi:e (CCD) discrete analog signal Processing to achieve real

time operation with small rugged and portable hardware. This choice of signal

processing technology provides the possibility of having the image sensor and

S processing circuitry on the same substrate, thereby minimizing the interfacing

problems between two major sections of the system. The discrete analog nature

of the circuitry further eliminates A/D and D/A hardware. Refer to final

report number ONR-CR233-092-1 for a complete description of research results

for the first year.

Basically, the idea of the system is to compare successive frames of com-

puter vision data to compute relative motion and displacements in three dimen-

sions. This information is then used to derive guidance and/or pointing signals

to keep the desired target in the center of the field of view. A major concern

of the research has been the problem of processing rapidly the very large

ii quantities of data required for effective real time computer vision tracking.

See Chapter II and last year's report for a complete description of the system

and its mathematical representation.

I' The Taylor Series Video Image Processing (TSVIP) algorithm was developed be-

cause an adequate algorithm could not be found in the literature that appeared to

be CCD implementable. The basic tracking algorithm should be very fast, but it

need not necessarily contain pattern recognition ability, registration ability,

edging ability, etc. All these auxiliary operations can be obtained at a rela-

tively slow rate if the tracking algoritnm can keep the system functioning while

they are given time to function. And, they probably will eventually be required

because target discrimination with a very high level of confidence is a major

goal.
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The TSVIP operates on the gradient of the reflected target light intensity,

i.e., the texture. If the texture function at a point on the target is described

using a Taylor series and then truncated, a numerical method is available (called

the Euler method) for extrapolating texture values. However, if the formula is

solved for displacement of the target from the reference point, then texture

measurements from successive frames of data yield calculated values of translation.

If multiple points are measured and the problem formulated to include the affine

transformation, dilation and rotation can be estimated as well as translation in

two dimensions. The complete formulation is described in the previous report.

The major emphasis this year has been on implementation to validate system

concepts and signal processing technology. Since CCDs are specialized devices,

only a limited amount of experimental circuit work has been possible, but this

was known beforehand to be the case. However, this work has presented many

insights and given credance to the theoretical implementation work. An HP 2100

digital computer with associated components was used for the exerpmental

system and is described in Chapter IT. The CCD implementation work is

described in Chapter III.

Only one method was considered during the first year for the required

pseudoinverse described in Chapter II. Iterative methods are reported in

Chapter IV for solving the estimation equations, i.e., obtaining pseudoinverse

results. Chapter V contains advanced algorithm work in which the TSVIP and

other algorithms are compared. Conclusions are written into each section

because of the diverse nature of the individual parts. Chapter VI is concerned

with recommended future work.

Three papers have been written on the results to date:

1. "Algorithm Development for Real-Time Automatic Video Tracking Systems

COMPSAC Proceedings (November 1979) (invited paper).
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2. "A Model and Tracking Algorithm for a Class of Video Targets," accepted

by IEEE Translations on Pattern Analysis and Machine intelligence (1980).

3. "CCD Implementation of a Novel Video-Tracking Nigorithm," accepted by

IEEE Transactions on Pattern Analysis and Machine Intelligence (1980).

It is anticipated that at least three more papers will be published on the recent

results of the research.

The second year goal of implementing closed loop ecaations was achieved.

I

I



CHAPTER II

EXPERIMENTAL SYSTEM

2.1 System Description

As already noted an experimental system was constructed to test

operation of the TSVIP algorithm and in general lend credance to the

theoretical work being done. A block diagram of the system is shown

in Fig. 2.1. A Reticon MC/RS 520 camera [1] system acquires data from

the target in the form of variation in light intensity or texture

and outputs a video signal to an interface. The interface converts

this information into a digital signal and latches it into the

cc.puter. The computer simulates the CCD portion of the TSVIP

alborithm. It outputs signals to control a pan tilt mount in two

dimensions although operation in only one dimension was performed.

This pan tilt mount responds to the positional 2ontrol signals to

keep the target centered in the carnera field of view,

Developing such an experimental system is a major undertaking

even though a digital computer is used to simulate part of the

hardware. Closed loop operation in two dimensions was achieved. Slow

delivery of parts and typical hardware problems such as noise and'I
faulty components were encountered as one normally expects.

2.2 Hardware Drivers

A device driver is the software necessary to interface the

computer with the actual hardware. It provides the overall system

control and the communication between the hardware and the computer.

All the software drivers were written in HP assembler language in

4-
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order to be compatible with the existing system.

In order to understand the operation of the device drivers,

it is necessary to present - brief description of the facilities.

The tracking simulation and emulation has been done in the Control

and Computer Systems Laboratory. Major items of equipment used are:

1) HP 2100A mini computer

2) HP magnetic tape drive

3) HP disc drive

4) Reticon TV camera

5) HP X-Y dispay

6) Tektronix graphics terminal

7) GE Terminet

8) High speed tape punch and optical tape reader

9) Pan tilt mount

10) Computer controlled motorized arm

The HP 2100 has a core memory size of 32K and can run under Disc

Operating System (DOS) or Binary Control System (BCS), the former

residing on the disc and the latter, loaded directly into core memory

[2]. Since most developmental programs were written in Fortran (with

the exception of the drivers), and because DOS allows relatively

easy, fast editing, compilation, loading, and execution of routines

in both Fortran and HP Assembler, DOS was used exclusively.

Rectangular pulses are generated and sent to the drivers by the

HP 2100A through an I/O channel. The HP 2100A is a mini computer

featuring a relatively strong instruction set, plug in interfaces

and modular software. Standard features include memory parity generation



and checking, memory and I/0 protect for executive systems, extended

arithmetic capability,and power fail interrupt with automatic restart.

It has a 16 bit word length, 980 nanosecond cycle time, and 80 basicIinstructions.
Interfacing of peripheral devices is accomplished by plug-in

interface cards (see Fig. 2.2). The computer mainframe can accommodate

up to 14 interface cards and up to 45 with the I/O extender added.

All I/O channels are buffered and bidirectional, and are serviced

through a multilevel priority interrupt structure.

The 17 I/O instructions provide the capability to set or clear

the I/O flag bits, and to transfer data between an I/O channel and

the A or B registers. The general purpose of the I/O system is to

transer data between the computer and external devices. Normally data

is transferred through the A or B registers. This type of transfer

occurs in three distinct steps:

1) between external device and its interface card in the computer

2) between the interface card and the A or B registers

3) between the A or B registers and memory.

This three step process applies to data following both in and

out of the memory. The basic block diagram is shown in Fig. 2.3.

Hardware controllers are connected through butffers by a cable

directly to an interface card inside the computer. The interface

card in turn plugs into one of the 14 IO slots. Each slot is assigned

a fixed address, called a select code. The computer can then communicate

with the device on the basis of its select code (see Fig. 2.1).

For this system, interface cards were installed in the slots

- N:
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Figure 2.3 Block Diagram of IIP 2100 1/0 Interface
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corresponding to select codes 16 and 36. Data to be transferred are

loaded into the register and are a suitable form for output. The

operation begins with a HP assembly language program instruction to

,transfer the data from the A register to the interface buffer. The

buffer is a flip-flop register for the intermediate storage of data

and it-3 data capacity is 16 bits. Since this is a non-interrupt

transfer, and control and flag flip-flops are not used, the sixteen

bits of binary data are immediately transferred to the external

devices, where a binary zero corresponds to zero volts and a binary

one corresponds to five volts. Pin connections for these interface

cards are shown in Appendix 2.1.

2.2.1 Pan Tilt Driver

" binary one can be stored in any one o.' bits twelve to fifteen

(depending on the desired movement of the pan and tilt motors),

causing that bit to be high and output five volts to the corresponding

input terminal of the driver hardware £3,4]. Five different control

words are output periodically, one at a time, depending on which

motor is to be operated and in which direction it is to be moved.

Figure 2.4 lists the code used for the control words. Rectangular

pulses are sent to the desired input of the driver by outputting one

of these four control words or 0 periodically in order that the

desired motor move the required nuber of steps.

The assembler subroutine is called by this FORTRAN subroutine

call:

CALL MOTOR( ISTEP1, ISTEP2, IDIR, IPER)

where



Code Used for the Data

, .ta (.cta-) f Bit --

1o00O Bit 12 is i--

20 3 Bit 13 is G)-

-Bt ! is

1 00C0 B 3: 25 is j--h

0 P1-1 bits are lo*i

i

Bits Used to Output the Data

413
.r 2. :a i_ '--.lountHardwareCotro Co.dev s

Fiqure 2.4 :'an -'e. Z=.n HadaeCnto oe

-4
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I ISTEPI is the number of steps to be taken by the tilt motor

ISTEP2 is the number of steps to be taken by the pan motor

IDIR is the direction of rotation

0 for CCJ tilt and CCN pan rotation

1 for Cd tilt and CCi pan rotation

2 for CC tilt and CW pan rotation

3 for C tilt and C1 pan rotation

IPER is the speed of the motors

1 for 20 steps/second

2 for 100 steps/second

3 for 200 steps/second

A simple flow chart of the program is illustrated in Fig. 2.5. The

actual assembler program is listed in Appendix 2.3.

2.2.2 Camera Driver

The driver for the camera controller utilizes non-interrupt data

transfers and direct memory access, see Figs. 2.6 and 2.7 (several

of the figures are similar to information from (2,3]). In a manner

similar to the pan tilt mount, the computer outputs the control words

to the camera controller by a non-interrupt data transfer; but,

because the data rate of the camera output is faster than that of a

non-interrupt transfer it was necessry to directly transfer the data

into memory.

As already mentioned and as shown in Fig. 2.7, the purpose of

the direct memory access (DMA) is to provide a direct data path which

is software assignable between memory and the high speed peripheral

I



START13

Transfer paramatorm

TLIt Motor No

Store data 10000) Store data 20000
in A-ragistor in A-regiuutor

COUNfTElRI contains number

-- !2- < ~C0urrI'n2 determines

Stora 0 in

(ore1nntor

Figure 2. F1~dia~tO Pni DrvA



14
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Figure 2.6 Block Diagram of HP 2100 14on-interrupt Data Transfers
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COMNPUTER INTERFACE CARD
PROGRAMI SELECT CODE 12

TION ROUTINESTCNRO 
NU

CSET LETG DONE

PROGRAMMVER' S
RESPONSIBI1LITY
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Control Word I (Device Control)

15t 1411311211101 91 81 7 16 5 14 13 12 11 10
1 sw L1 (t used)1 Device Select

II0~ STC H- Code

Control Word 2 (Memory Control)

1. INemorv Address

ContrIol Word 3 (Block Length Control)

I.U 141 131112111110) 9 18 17 1 0 5 14 13 12 1

Word Count 
E

Figure 2.7 Block Diagram of 11P 2100 Direct Meimory Acce~ss
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device. DMA accomplishes this purpose by stealing a memory cycle

instead of interrupting to a service routine. When DMA is accessing

memory, it has priority over the central processor's access to memory.

The DMA data rate at maximum is about 1 MHz (16 bit words) but in our

case it was about 500 KHz.

The DMA transfer is initiated by an initialization routine and

from then on operation is under the automatic control of the hardware.

The initialization routine tells the DMA hardware which direction to

transfer the data, where to put the data in memory, which I/O channel

to use, and how much data to transfer. This information is given by

three control words. These three words must be addressed specifically

to the DMA card. Figure 2.7 shows the format of the three control

words. Control Word I identifies the I/O channel to be used, and

provides two options not used in our software (Option 1 is the STC

and CLF to the I/O channel at the end of each DMA cycle and Option

2 is the CLC to. the I/O channel at the end of a block transfer).

Control Word 2 gives the starting memory address for the block

transfer and Bit 15 of this word determines whether data is to go

into memory or out of memory. Control Word 3 is the 2's complement

of the number of words to be transferred into or out of memory (i.e.

length of the block). This number can be from -1 to -32768 although

it is obviously limited by the size of the available memory.

For the non-interrupt portion of the data transfer, four control

words are sent to the camera controller: XSTART, YSTART, XSTOP, and

YSTOP. The first seven bits (0 - 6) of each word identify a starting

I
J rsopn drs o h otwr eetbecmr idw h
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seventh and eighth bits of each control word identifies the control

word. The ninth bit of the last control word initiates the camera

output.

In this manner, any portion of the camera picture (100xi00) can

be selected for processing. This became a necessity for the experimental

system due to the limited memory available and processing speed. The

k ~software drivers for both of these processes can be found in Appendix

2.3.

2.3 Video Interface

A brief description of the camera i- necessary before the

interface can be discussed (2). The camera is a Reticon MC 520

photodiode camera. It provides a 100 x 100 pixel discrete analog

picture. The output is pixel Dy pixel, row by row string of

sampled-and-held pulses. Each pulse represents the grey level at aI particular pixel in the image matrix. When the MC 520 is used in

conjunction with its companion controller, the RS 520, (as it was in

this case) various synchronizing signals are made available to the

user. A pixel clock (GCLK) is synchronized with the beginning of each

sampled-and-held pulse of video data and is blanked during all retrace

intervals. The line enable (LEN) signal is valid during each row of

100 pixels and provides a means of knowing which row of the video

I1 data is being "clocked out" at any given time. The frame enable (FEN)

signal is valid during each entire 100 x 100 pixel frame and invalid

during the retrace interval between frames. It allows the user to

easily synchronize his equipment with the start of any picture frame.

These signals make the design of the video interface fairly

7. __ ___Rim
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straightforward.

The interface had to meet certain requirements. First, and

foremost, it had to provide some form of data reduction. Each 100 x

100 pixel image required 10,000 words of computer si.orage. If it

were necessary that two successive image frames be stored in memory

simultaneously then there would be little memory available for

programs. Thus, some form of data reduction was imperative. Since

the tracking algorithm utilized only those image points within the

target, a means of selecting out only those particular pixels for

transmission was needed. The technique employed will be described in

the general description of the interface. The interface was also

required to digitize the discrete analog image into a sufficient

number of grey levels at speeds approaching one megahertz, the D.M.A.

rate of the HP 2100.

Finally the interface was required to allow the camera to clock

out image frames continuously. This was required to prevent saturation

of the photodiode array. The camera operates by integrating the light

incident on each photodiode for the entire period between which each

photodiode is sampled. Thus allowing the camera to "sit" and only

clock out frames on demand would allow it to integrate light for too

long a period of time between samplings. This would result in the

saturation of the photodiode array. To avoid this saturation the

camera was allowed to run freely, clocking out frames continuously.

When the computer signals the interface to ask for the next image

frame, the interface must be able to find the beginning of the next

available image frame and begin data transmission with the first
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pixel in the frame. rhe means by which this requirement and all the

other requirements were satisified will become clear as the interface

is described.

The camera-computer interface consists of two major subsystems.

The digital subsystem allows the user to select a desired portion of

an image for transmission to the computer. The analog subsystem

performs the analog to digital conversions necessary for communication

with a digital computer. The entire interface resides on one 4.5 by

9 inch wire wrap circuit card. It is installed in the RS 520 controller

which has extra slots in its card cage meant specifically for user

hardware such as the interface.

The digital subsystem allows the user to select from software

a rectangular (or square) "window" or subsection of the entire image

for transmission to the computer. The use'o specifies the parameters

!3 of the desired window by transmitting, to the interface, four control

codes specified in software. A frame is acquired by sending "go"

command which is usually issued with the last control code.

The operation of the digital subsystem is best understood by

separating its operation into an initialization mode and a run mode.

Figures 2.8, 2.9, and 2.10 should be referred to throughout this

i description. The initialization mode allows the user to program the

interface which specifies the software selectable window. Bits seven

I and eight of the 16 bit computer word are used to select which of

four eight bit (only seven bits used) latches is to be initialized.

Bits zero to six of each word are then used to initialize each of

the four latches. Each latch contains the coordinates within the 100

,-
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x 100 pixel array of the start or stop postion of the column or row

desired. The four codes are referred to as XSTART, XSTOP, YSTART,

I, and YSTOP and indicate the starting column, ending column, starting

row, and ending row, respectively of the desired window. Figures 2.8

and 2.10 provide an illustration of this.

The term "run mode" is actually a slight misnomer since the

digital subsystem is actually free running while its output is disabled

until a "go" command is is3ued. The four 4 bit countei*. (U1, U2, U11,

and U12) are used in pairs to form two 8 bit counters in order to

keep track of the pixel whose value is being clocked out. The

"X-counter" is clocked by the logical complement of GCLK, the pixel

clock, which occurs as each successive pixel clocked out. It is reset

by the LEN signal. Thus the value of the X-counter at any given time

is the column coordinate of the pixel being clocked out at that time.

The "Y-counter", which is clocked by the LEN signal and reset by the

the FEN signal, keeps track in a similar fashion of the row coordinate

!of the pixel being clocked out. Thus the values of the X and Y counters

taken together provide the coordinates of the pixel being clocked

out at any given time.

Digital comparators (U3, U4, U9, and U10) are used to compare

the location of the pixel being clocked out at a particular time to

the location of the window limits as stored in the four latches during

initializat.on. The output of the comparators provides the information

necessary to know whether the pixel being clocked out is within the

specified window. The XSTART and XSTOP comparators set and reset,

respectively a flip-flop (U16A) whose output status tells whether
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the column coordinate of the pixel being clocked out is within the

specified window. The YSTART and YSTOP comparators provide the same

information about the row coordinate by setting and resetting another

similar flip-flop (U16B). Thus, by combining the outputs of the two

flip-flops using a logical AND function provides a single digital

signal whose status tells whether the pixel being clocked out is

within the desired window. The window status signal combined with

information as to whether a frame request has been made is used to

appropriately enable or disable the clock to the analog subsystem.

The user makes a request to acquire a frame by setting bit nine

of the last control word. This bit is clocked into a D-type flip-flop

(U17B) by the FEN signal. This causes the output of the flip-flop to

be synchronized with the start of the next available frame. The output

of this flip-flop combined by a logical AND function (U15) with the

window status signal is used to enable the clock to the analog

subsystem.[ The main task of the analog subsystem is to perform analog-to-digital

conversion. This subsystem consists of high performance operational

amplifier, and eight bit one megahertz analog-to-digital converter,

and an eight bit latch. A schematic diagram is shown in Figure 2.9.

The operational amplifier gain of -2.5 serves to scale the 2 volt

maximum sampled-and-held video from the camera to a 0 to -5 volt

range so as to make use of the entire dynamic range of the ADC. The

ADC is capable of performing conversions at speeds up to one megahertz.

The actual clock rate is set by adjusting the internal clock of the

RS 520 camera controller. The latch connected to the ADC output holds
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each conversion result for an entire conversion period to allow

sufficient time for the computer to read each piece of data. The

start-conversion (STC) signal to the ADC is the output of the digital

subsystem. Thus, the ADC only receives STC signals when a frame has

been requested by the user and the pixel being clocked out is within

the user specified window.

The operatioral details of the control codes required to initialize

the interface are as follows:

CODE BIT 9 8 7 6 5 4 3 2 1 0

XSTART 0 1 0 X X X X X X X

XSTOP 0 0 0 X X X X X X X

YSTART 0 0 1 X X X X X X X

YSTOP 0 1 1 X X X X X X X

YSTOP with "go" 1 1 1 X X X X X X X

where X is user specified.

One important point to note is that after a frame request is

made by sending the last control code with bit 9 set, this bit must

be reset and then set again when a frame is next requested. Failure

to reset bit 9 of the latched output port between frame requests will

render the frame synchronizing apparatus ineffective.

The interface is an open loop device. This means that it provides

no handshaking lines (other than the usual strobe or flag) either

when latching control codes or tranitting data to the computer. To

assure consistent operation, the system clock (internal to HS 250)

A ---
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must be set at less than 800 KH.z. In this way the D.M.A. rate of the

HP 2100 is not exceeded and the propagation delay inherent in latching

the output of the ADC is taken into account.

2.4 Tracking

The purpose of this section of the system is to estimate the

affine parameters using the TSVIP algorithm. [51. ?. brief development of

the algorithm is given below (see ONR-CR-233-092-1 for complete

details):

d = D a (2.1)
C
"
,

where

d is the N x 1 scene difference vector

a is the 4 x 1 total affine narameter vector

D is the constrained N x 4 matrix
c

D is
c

D = [P : G] (2.2)
c c

where

P is the N x 2 matrix of weighted spatial derivatives

G is the N x 2 matriA of spatial derivatives

4- G
+  

+
D c = [P :G = c - (2.3

where
' + +

c - P P ]G (2.4)cc

The affine vector can be estimated by

a c 
(2.5)

where
- 4- + +-

(P -P GC )d (2.6)
C C c

b =Cd

- c
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Software was developed to implement this algorithm with two intentions

in mind: first, ease of implementation; and second, ease of modification.

Therefore the software took the form of one overall control algorithm

and many array processing subroutines. The software is well documented

and fairly straightforward following the development found on the

previous page. The software can be found in Appendix 2.3.

2.5 Open Loon Tracking

Upon completion and testing of the software and hardware, the

relationship between relative position and estimated position was

examined. Figures 2.11, 2.12, and 2.13 demonstrate the sensitivity

of the experimental system to noise. A great deal of noise smoothing

had to be incorporated into the tracking system in order to compensate

for the slow sampling rate (once every 30 seconds) and a very noisy

lighting envirorment. With a greater processing speed (such as CCD

technology is now capable of), a faster sampling rate can be achieved

which theoretically should decrease the magnitude of changes in the

target's lighting envirorment.

After the effect of noise has been reduced, Figure 2.13 shows

that the TSVIP algorithm does generate linear position estimates for

small target movements from the origin. With a fast enough system

sampling rate, all target movements can be limited to this range.

2.6 Clos,:d Loop Tracking

Once the TSVIP algorithm produces positional estimates, it is

necessary to translate then into pan tilt control signals. Since a

priori knowledge of the target size and distance to the sensor is

_ __ _ _ _ _ _
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not available, an alternate method is needed. A straightforward method

is to move the camera in the direction followed by the target with

a constant step size until the error is within certain limits. This

method generally guaranteed convergence at the expense of processing

i "  time.

A second approach has been tested where the values for guidance

control signals were found by interpolating between the previous and

F present postion estimates and the previous control signal. This

algorithm was much faster than the previous one but was very serisitive

to noisy position estimates as long as the target was in the linear

region of the TSVIP algorithm. Outside of this region, the response

time of this algorithm was decreased although it was still better

than that of the first method. This deficiency could be avoided

provided that the system sampling rate was fast enough to limit target

motion to this range.

A real environment tracking sequence of scenes copied from the

graphics display can be found in Appendix 2.4. The initial scene

shows the position of the target after it has moved away from the

origin. The remaining images display the target position after computer

simulating the TSVIP algorithm attempts to center the target in its

coordinate system. Note that the sequence ends when the computer has

successfully trackea the target back to its origin.

Closing the feedback loop allows any errors generated from the

previous position estimates or camera position control signals to be

corrected as can be seen in Appendix 2.4. It took eight iterations

for our tracking system to track the target back to its origin but

2
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with an increase in processor speed as with CCD technology real time

video tracking becomes a reality. Since it is impossible to increase

the computation speed of the HP 2100, it was necessary to slow down

the target motion. Moving at a speed which kept the target in the

field of view of the camera, any single target which could be segmented

from the background was capable of being tracked for any length of

time as long as the above conditions were met.

7 7
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CHAPTER III

I
CCD IMPLEMENTATION

3.1 Introduction

Algorithms such zs the TSVIP require the manipulation of matrices with

variable elements. Matrix multiplication is the most commonly performed opera-

tion. but in some cases matrix inversion is also necessary. The TSVIP algorithm

(in reduced form) requires the inersion of a 2x2 matrix with variable elements.

This inversion can be performed using only one analog divider (in addition to

CCD registers and analog multipliers). The block diagram and schematic diagrams

for the implementation of the complete TSVIP were presented in the final

report for the period August 1978 - August 1979 (Report ONR-CR233-092-1). The

processor requires 16 subsystems, all of which, except the spatial derivative

estimator use CCD devices. Some require analog multipliers dizo, and only

one, as mentioned above, an analog divider. It is suggested in [6] that the

use of analog dividers can be avoided in matrix inversion if the method of

inversion by products is used. However this still requires the use of analog

multipliers plus n digital divisions for the inversion of an n x n matrix.

For a 2 x 2 matrix it seems that the disadvantages of this method outweigh

the possible advantages, and the use of a single analog divider is adequate.
iI

Several methods for the implementation of programmable filters which can

be extended to matrix operations have been re .-ted in the literature. The

most promising one, [7], uses a combination of CCDs and digital shift registers

for the multiplication of a variable vector by a matrix with elements known a

priori. More details on this approach will be given in Sect. 3.3. The method

could be used also for a variable matrix, but the speed of operation would

33
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then be slowed down by the loading time of the shift register, plus the A/D

conversion time. Except for this possibility, no other method for variable

matrix operations has been reported, to our knowledge, which avoids the use

of analog multipliers.

3.2 Sum of Products (SOP) Matrix Manipulator

Carroll, [6], uses only serial input/parallel output (SIPO) devices to

implement his basic SOP cell shown in Fig. 3.1. It should be noted that

although apparently simple, this cell has the disadvantage of producing the

elements of the resulting matrix at different time instants. Consequently

additional circuitry not shown in the figure becomes necessary in order to

store the elements of the resultant matrix for use in other parts of the

circuit, or as a final output. To obtain the product of two matrices, one

matrix is first loaded by columns and then the second matrix is "paraded"

left-to-right by rows, at consecutivc clock pulses. The product of an m x p

matrix A by a p x n matrix B can be accomplished with p SOP cells in 2m+n-I

clock pulses. This includes the loading of A and the "parading" of B. With

reference to Fig. 3.1, if we want to multiply two 2 x 2 matrices

a1 1  a 12 = c c(3.2.1)

a21 a22 21 b[22 c2 1 c 2 2

A is loaded during the first two clock pulses. During the 3rd clock pulse b11

is icaded at input 1 and b21 at input 2. The output at t is then c at out-

put 1, where c11 = a11b11 + a12b2 1, and zero at output 2. Table 3.1 shows the

outputs from tI to t5 . Note that five clock pulses are needed, in agreement
1 5'

with
T = 2m+n-i

= 4+2-1 (3.2.2)

=5
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out 1out 2

Ii (2)

Fi. . Basic SOP Cell

(1 odrow 1 of matrix [B] starting with b at clock
ple1 11

I(2) Load row 2 of matrix [B] starting with b 21at clock
U pulse I.2
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Exactly the same cell can be used to multiply a q x 2 matrix by a 2 x n

matrix. The required time will then be

T = 2q + n - 1 clock pulses (3.2.3)

TABLE 3.1

t 2 3 t4 t5

OUT 1 0 0 c c 0
11 12

OUT 2 0 0 0 c2 2

loading A

With reference to the block for the imolementation of

jp T P] ~ c (3.2.4)

given in the previous report and repeated in Fig. 3.2 for convenience, we see-l

that it can be implemented bv the circuit of Fig. 3.1, because [PCT P c is
~T

2 x 2 and P is 2xN. For the subsystem of Fig. 3.2, we had

FPll P12

P21 P2 2

[P ] = (3.2.5)lc

ip Cc LNl PN2

F [q 11[i q 121
c c -

I [q) (3.2.6)

S[[Pc ]TIPc 1 [pcIT

1 (3.2.7)

LI Q12  Q22  N21
R_%
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If the system of Fig. 3.1 is used, the operation would require N+3

clock pulses (at frequency NF). Using the circuit of Fig. 3.2 only N clock

pulses are required. The CCD devices of Fig. 3.2 are more complex than those

of Fig. 3.1, however, but the outputs are all obtained simultaneously by

means of analog switches at the parallel outputs of the SIPO devices. SIPO

devices can be operated in general at a higher frequency than PISO devices,

and if a very high frequency of operation is required, the approach of

Fig. 3.1 should be considered.

3.3 Digital/Analog Matrix Manipulator

3.3.1 A Programmable Digital/Analog Correlator

Some of the programmable transversal filters or correlators reported in

the literature use digital storage and a simple FET analog multiplier, [3].

As already noted in the previous report, the usefulness of surh devices is

doubtful. Recently, [8], a different architecture which utilizes digital

storage and multiplying DACs has been reported although the most practical

approach seems to be the one reported in reference [7). A programmable

digital/analog correlator capable of performing an n-stage programmable
! ,

correlation which does not require multiplication is shown in Fig. 3.3. The

output of this device in the z-domain is

V (z)
out = H(z)

V i (z)

N-1
I n -n (3.3.1.1)

n=O

where

kM- k
h h 2 -  (3.3.1.2)

k-0

1g
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! th

is the n weight, represented with M bit precision. Notice that M delay lines

and .%. digital shift registers are needed. The analog signal at each CCD tap

output is "multiplied" by the binary value hk (which is either 0 or 1) byn

either sensing or not sensing each analog charge packet once the n values ofI -k
V. have been loaded into the CCD device. The 2 attenuation (0<k<M-l) at

the innut of each delay line is achieved by means of capacitive ratio techniques.

An off-chip integrating amplifier is used to sum the correlator outputs. The

slew rate of this amlifier limited the sampling rate of the correlator

reported in [7] to 500 KHz.

3.3.2 Use of the Programmable Digital/Analog Correlator for

Matrix Ooe rations

Some of the algorithms described in Chapter V of this report require the

computation of image moments of the type

m n

m = I p,(i,j)x. (3.3.2.1)
i=-m j=-n

where the windowed image p' (i,j) is of size (2m+l)(2n+l) and x. is the distance

in the x direction from the center of the window. The x can then be con-

sidered as weights of the image intensities p'(i,j). Formula (3.3.2.1) can be

rewritten as

m m m
l p'(i,-n)x. = p'(i,(-n+l))x. +--+ I p'(i,n)x. (3.3.2.2)Mx i= -m 1 ;- 1 :

=i=-m

Each one of the addends in (2.3.2.2) can be obtained with a correlator of

the type shown in Fig. 3.3. From (3.3.2.2),

m

,, = pO(i,k)xl -n-k<n (3.3.2.3)

i=-M

n
: = :% (3.3.2.4)

4 X k=-n
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The correlator to implement (3.3.2.3) requires 2m+l taps for the delay

lines and 2m+l bits for the digital shift registers. The number M of delay

lines and shift registers is determined by the required -.--.racy. A total

of 2n+l correlators is necessary to implement M.i . The final configurationx

is as shown in Fig. 3.4, where every block has the architecture of Fig. 3.3.

Notice that the p' (i,j) are loaded serially into the CCD devices and that x.,
1

a value known as priori, is loaded only once into the digital shift registers.

The operation performed by the system of Fig. 3.4 is similar to the

multinlication of a matrix by a vector. In this case the vector x being a

constant vector. If it is desired to perform a similar multiplication with a

vector of variable elements, an ADC is necessa': in order to obtain the

digital representation of the vector elements. In addition, each digital

shift register would have to be reloaded for each new multiplication. Since

the rows of the matrix also have to be reloaded serially into the CCD devices,

the processing time would only be slowed down by the A to D conversion time.

3.3.3 Use of the Digital/Analoc Correlator for the

Imolementation of the TSVIP

":ith refcrence again to the implementation of the pseudoinverse matrix

[P c], in the TSVIP, we have, from (3.2.5) and 3.2.6),S q  pr P!
rP1] = [ i q 1 2  Ii P2 1  . 1. 1S 12 22 12  ...

I1 212 c 2NJl 
(3.33-1)

whe re
;c Cl = lPl + P!2P2

= 11 11 1

12 = nllP21 + q 1 2 P.22

21 12 11 -2  , etc.

- c ql -l - -q - .lS "
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Defining
M-1 k -

p1l = I h 2 (33. 3.2a)
k=O

k k:
S= h 2 -k (3.3 3.2b)

12 k=012

M - 1 k -Pjm= I hjm 2-k (3.3. 3.2c)

m k=0 j = 1,2 ; m=l,2,....N

the matrix multiplication (3.3.3.1) can be expressed in terms of the multipli-

cation of the 2 x 2 matrix [q] and the vectors

Li2

as follows,

c = ,1 l = 1,2,....N (3.3.3.4)

L[cl2 q 22] pj2]

Hence,

} [~Pc ]  :[1 2  3 " " C (3.3.3.5)

c -S1-S2-3 -N]

The element c of c can be implemented as shown in Fg. 3.5. The element

c of c1 is implemented by exactly the same architecture with the input to the

delay line changed to q 2 ' q2 2 instead of qll' c12 " For both elements, the

input to the ADC is pI, p12, sequentially, which indicates that only one ADC

i::, needed for each a,. Notice that the timing must be such that when qll is

the output of the delay and q1 2 is at the input to the delay, p11 must have

1 been converted and shifted to the right, and p12 must have been converted, as

indicated in Fig. 3.5. Notice also that the hardware could be reduced by half,

since q1 l q12 and q2 2 could be entered sequentially (here the symmetry of the

matrix allows us to use three inputs, instead of four) to the delay, producing

C and c1 2 sequentially at the output. The processing time would, however,

'I -
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be larger, and means of storing cll while c is being computed would be

necessary.

If the parallel approach is used, 2N blocks are needed. If the sequential

approach is used, N blocks are needed, plus the extra circuitry necessary to

store cIn while c2n is being computed. The all parallel block diagram is

shown in Fig. 3.6.

Another possibility is the all-serial processor, in which a single block

of the type shown in Fig. 3.5 is used. The s are converted and loaded

sequentially into the digital shift register, from j=l to j=N. For each

qll' q12 and q are loaded sequentially into the CCD delay line, and the

multiplication performed. The elements of the matrix[Pc+ , C appear

sequentially at the output of the device and must be stored. The processing

time will be N times larger than that for the parallel-serial processor,

but the hardware will be reduced from N to 1. Notice that only one ADC is

necessary in this case. The times required for the three cases are:

a) All parallel processor,

T = (ADC) + 2t (3.3.3.6)
p time

where t is a clock pulse time.
- I

b) Serial-parallel processor,

4 T (ADC)time + 3t (3.3.3.7)
H ~sp tm

c) All-serial processor,

T = N'(ADC) + N-3t (3.3.3.8)
s time

~= N'Ts

sp

From the point of view of speed, the serial-parallel processor represents

the best approach, because it requires considerably less hardware than the all-

parallel, with a very small increase in processing time.
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For the all-analog system of Fig. 3.2, N clock pulses at a frequency F

are needed for one computation. In that case it was assumed that the PISO

devices could operate at a frequency NF. If the same assumption is made for

the digital/analog system, the all serial processor would require a time equal

to 3 clock pulses of the basic frequency F plus N times the ADC time. High

speed ADCs have conversion rates of about 100 ns for 8 bit accuracy. For a

basic frequency of 1 MHz and N = 9, the all serial processor could compete

in speed with the all-analog processor. It must be emphasized that if higher

basic frequency rates are used, or N is much larger than 8, the all-serial

processor will require considerably larger time than the all-analog if state-

of-the-art ADCs are used. The serial-parallel processor time will be con-

siderably smaller than the all-analog time (for a basic f = 1 MHz), but it

must be remembered that N ADCs would be necessary.

3.4 MOS Analog Multiplier Compatible with CCD Structures

The implementation of the analog TSVIP requires on-chip analog multipliers

and op amps. The CCD structures use MOS technology, and consequently the

design of the chip will be simplified if the multipliers and op amps use the

same technology. Several NMOS high performance op amps have been reported

in the literature, [9].

A four quadrant NMOS analog multiplier which seems adequate for our

application was designed by Bosshart, [10] for a CCD signal processor. The

basic structure of the multiplier is given in Fig. 3.7. The transistors are

n channel MOS enhancement type devices. Recall that the output of CCD cells

have dc bias level, and the inputs to the multipliers come directly from CCD

taps. The voltages V and V will then vary with the signal about the dc
IN b N2

K.bias level, but will never become negative. Q1 and are biased by VDO VS
1 D'S
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and Vbias to work in the saturation region, Q2 acting as a current source

and as a souice follower. Q3 and Q4 must work in the "triode" region

(the essentially linear region before saturation), and they work as voltage

controlled resistors. Their VT must be large. If the busses to which the

sources of Q3 and Q4 are connected are at a potential equal to the dc bias

at the output of the CCD devices, the VDS for these two transistors will be

equal to Vin I because the output voltage of is practically the same as

its input voltage.

For Q3 and Q4 the drain current is given by

1 2I B(V -v )V s (3.4.1)
D3  ref T DS 2 DS

1 2
ID B (V IN VT)vDs- 2DS (3.4.2)

4 2

The summation of I and (-I ) is then

I -I BV. (V - ) (3.4.3)
D4  D 3 in 1IN2 ref

If Vre f is made equal to the dc bias level of V IN2, we see from (3.4.3) that

I -I BV. V. (3.4.4)
Di D4 D3 in in2

This basic multiplier produces distortion terms due to the high output

impedance of the CCD devices which drive Q4' the output impedance of QI, etc.

It is oossible to correct these errors by adding extra components to the

circuit, such as a source follower between the output of the CCD and the gate

of Q4 or the error terms could be corrected, as suggested in PD] by perform-
:l

ing a weighted summation of I and -ID. The only way of checking the per-
D DI4 3

formance of the device is by means of a prototype, although an extensive

theoretical analysis taking all these factors into consideration could be per-

formed. For a channel length of 1.5 jm, well within present technology limits,

the maximum bandwidth of the device is 5 MHz.
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3.5 Exerimental Results for the Multichip Implementation offPc.+

3.5.1 Introduction

Although the eventual goal of this research is to design and construct

the CCD processor in a single chip or, if this is not possible, in a minimum

number of chips, it was desirable at this time to test the feasibility of

the CCD implementation by constructing one of the TSVIP blocks using commer-

cially available CCD devices, multipliers and op amps.

With reference to Fig. 3.2, we see that the implementation of [Pc ]

requires the use of two PISO CCD devices, two SIPO CCD devices, four analog

multipliers, and two summers. The use of commercially available CCD devices

plus the requirements presented by variable matrix operations, resulted in

some problems which can be easily avoided when CCDs are used to implement

transversal filters or discrete correlators.

To our knowledge only EG&G Reticon produces commercial SIPO and PISO

CCD devices at present. These devices have an output dc bias level of about

9.5 V for the SIPO and 5 V for the PISO. The output signal appears super-

imposed to this bias. For the Reticon TAD-32 SIPO device, the input signal

can have a maximum value of 3 V pp. If a higher amplitude is input, the

positive swing of the outputs is clipped, due to the dc bias. For transversal

filters and other single output applications, the dc bias can be eliminated

at the output by means of a simple resistor-difference amplifier circuit, [11].

For our application, however, in which the N outputs have to be used individually,

a dc bias elimination circuit would have to be used at each tap. In an inte-

grated circuit processor this would not be a difficult requirement, because

only a few transistors and resistors with values convenient for integration

are needed. If discrete components are involved, as in our experimental

circuit, the resultant circuit would be too bulky. A simple approach, noti .-
-f
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convenient in practice, was used in our circuit, which will be explained in

section 3.5.2.

Another problem is presented by noise introduced by the sampling process.

Observations very similar to those made above apply also in this case. In

transversal filters, the noise can be filtered once at the output. The

sampling noise can be explained graphically by means of Figs. 3.8(a) and (b).

In Fig. 3.8(a), the lower trace is a sinusoidal input at 500 Hz, sampled at

500 KHz. The upper trace is the output at tap 1. The noise is inherent to

the sampled operation of the CCD in which a "piece" of the input is transferred

at each clock pulse. The sweep in Fig. 3.8(a) is at 1 ms/div, while in

Fig. 3.8(b) the same t,;o signals are shown with the sweep at .5 Ps/div. The

notch at the tap 41 output is due to the sampling-holding-translerring and

shows up as noise.

3.5.2 Experimental Circuit

As mentioned in the previous section, the experimental circuit was con-

structed using multiple chips. Four vector boards were used, one for the

PISO circuit, one for the multipliers/adders circuit, one for the SIPO circuit,

V
and one for the clocks. The PISO devices are the Reticon R5501. As can be

seen in Fig. 3.9, two bias voltages are requirad for thes, devices. The value

of the bias voltages affects the maximum allowable peak to peak value of the

signal. Bias voltages were adjusted for optimal operation. The R5501 requires

three clocks, 01 and 02 which are the complement of each other an-3 w,,ich work

at the frequency of transfer, and 0 T which works at the loading frequency.

One OT pulse is required for every 32 02 pulses, because the device ,as 32

parallel inputs. This is in accordance with the F and NF frequencies indicated

in Fig. 3.2. in a custom made device the number of parallel inputs would b. N.

A - - ~ .. ,
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In th'- Reticon device loading is effected when 0 and 0 are high, but
T 2T

must start at least 50 ns before and end at least 70 ns after the correspond-

ing 02 pulse. A combination logic TTL circuit was designed to obtain 0 Ti

and 02 from a single external clock signal. The signals are transferred

entirely out of the CCD device during the next 32 clock pulses of 02 and 01.

when 01 is high and 0 2 is low. The sampled signals are first stored in the

input capacitors, and then transferred into the delay line. This process has

an effect in the output, as will be seen later.

The specified maximum frequency for the R5501 is 5 Mz,[12],althouth the

performance of the devices degrades quickly for f > 2Miz. Consequently, NF

was chosen to be 1 .iIz, with F = 31.25 KHz. This is well below the frequency

specified in the previous report, but it is the best achievable with available

devices. In general SIPO devices perform better than PISO, and as was

suggested in Sect. 3.2, it could be more convenient to use SIPO devices only in the

SOP configuration to implement the processor. The lack of time and of the

required parts prevented the testing of this architecture.

The SIPOs used in the experimental circuit also present the problem of

sensitivity to bias voltages, and these were adjusted for optimal operation.

The circuit for the SIPO CCDs is given in Fig. 3.11.

4The multiplier chips chosen were the AD533, with a maximum error of less

than .5% of full scale, and a small signal unity gain of 1 .M z. The summers

were implemented using the AD 507J op amp which has a 100 M-Hz GBW product, a

25 V/us minimum slew rate, and a unity gain BW of more than 10 ,uz. The circuit

is given in Fig. 3.10.

With reference to Fig. 3.2, we see that the dc bias at the output of the

PISO devices must be blocked before the signals are inputted to the multipliers.
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As already mentioned, the discrete circuit implementation of a resistive network/

differential amplifier circuit would be too cumbersome for this purpose. For

this qualitative study, a simple blocking capacitor was used.

In order to test the devices qualitatively, a staircase voltage from

-0.22 V to -z.0 V in steps of 0.22 V was applied to taps 1 through 9 of the

PISO device No 1, and a staircase from -2 V to -0.22 V to the PISO device No 2

taps 1 to 9. With reference again to Fig. 3.2, q11 was chosen as 2 V dc, q12

7 as 1.5 V dc and q22 as 1 V dc. The input voltages to the first nine taps of

the PISO devices can be expressed as follows,

V1 = -mx (3.5.2.1)

V2 = -2 + mx (3.5.2.2)

where m = 2/9 is the ramp slope and x is the tap number. Multiplication by the

constant "q" inputs o the multipliers only changes the scaling of these

voltages, and additicn of the multipliers outputs produces another straight

line staircase,

VL1 + VM2 -mx -K + m2x

= -K + (m, - m )x (3.5.2.3)

Waveforms for the experimental circuit are shown in Figs. 3.12 to 3.14.

In Fig. 3.12(a), the upper trace shows the T clock pulse. The Jower trace

shows a few 0 clock pulses. The time relation between 0 and 10 shows clearly.
2 T 2

Fig. 3.12(b) shows the output of PISO device No ). This waveform corresponds

to expression (3.5.2.1). The split of each of the nine steps into two levels

is inherent to the operation of the R5501, and is duo to the two step storage-

transfer cperation for 92 high and 0] high, respectively. The output of the

multipliers should be filtered in Lhe final version of thu processor, in order
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Fig. 3.13(a) PISO Devices Output

Fig. 3.13(b) First Two Multipliers Output

Lkt
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F.Ag. 3.14(a) Output Of Summners

Fig. 3.14(b) SIPO Devices Output At Taps No 9.
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to avoid higher noise and distortion in successive stages. Fig. 3.13(a)

shows the outputs of PISO devices 1 and 2 (upper and lower traces, respectively).

Fig. 3.13(b) shows the output of the first two multipliers of Fig 3.2. At

this point noise becomes more evident due to the two different levels for each

output pulse of the PISO devices. The waveforms have the correct shape,

however.

Noise and distortion increase significantly at the output of the summers,

Fig. 3.14(a). In addition to the sources of noise mentioned above, the use of

several boards introduces grounding problems which would be eliminated in an

improved version or in a single chip design of the device. Finally, in Fig.

3.14(b) which shows the output at tap 9 of the SIPO devices, although the

general shape of the expected signal is preserved, noise and distortion have

increased further.

In spite of the high noise and distortion levels, this experimental
]+

version of the pseudo inverse [P c block succeeded in showing that it is

possible to implement the TSVIP by means of CCD devices and other analog devices.

3.5.3 Conclusions and Recommendations

The main sources of error in the implemented block are:

(a) Coupling capacitors which change the dc level at the input to the multipliers
'3

by an amount corresponding to the average value of the ac signal.

(b) Noise due to sampling-storage-transfer in the CCD devices.

(c) Ground problems due to the multi-board implementation, multiple power

supplies and the necessity of three clocks.

This was a simple experimental version of the subsystem using readily

available components and many discrete parts (resistors, capacitors, etc.).

Noise and distortion could be drastically reduced in a system using specially



designed CCD devices and a high degree of integration. The use of SOP archi-

tecture which allows implementation using only SIPO devices (plus multipliers)

should be considered, due to the higher performance of SIPO devices.

The Reticon devices are surface charge devices. The design should be

based on buried channel ("peristaltic") devices, which do not need a "fat

zero" (i.e., an input dc bias level) and have higher speeds, better charge

transfer efficiency and a larger dynamic range than surface channel devices

[13.14].

'1

I __ _ _ __ _ _
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CHAPTER IV

THE USE OF SEQUZNTIAL ESTIIIATION TECHNIQUES

IN IMPI-aENTING THE TS" IP ALGORITHM

4.1 Introtaction

4.1.1 Backcround

The TSVIP a.goritbm reduces the problem of image racking to a problem in

linear estimation [5]. The method by which this linear estimation is performed

determines the speed and ease with which tie TSVIP algorithm can be implemerted.

A linear estimation procedure which can be performed rapidly, but is difficult

or impossible to implement with the desired circuit technology is useLess.

Likewise, an estimation procedure which lends itself to easy implemer.tation

with the desired technology, but is temporally inefficient is also of no use.

Charge coupled devices (CCDs) are the devices with which it is desired

to implement the tracking processor. As pointed out elsewhere in the report,

CCDs have been selected because of their size, low power consumption, reli-

ability and speed [141- It is anticipated that an entire image tracker includ-

ing a CCD imager could be constidcted on one VLSI integrated circuit. While a

clock rate of from 1 to 50 r1Hz would be sufficient for a tracking processor,

using the solution approach discussed in this chapter, experinental CCDs have

been clocked at up to 1 Gnz. Results of this Zort zertainly make it desirable

to find a linear estimation procedure which lends itse'.f to easy implementation

with CCDs.

4.1.2 Closed Form Techniques

T.ao estimation procedures which meet the first criterion of speed are the

matrix inverse and the generalized inverse applied to square and overdetermined

systems, respectively [Il1. The matrix inverse provides an estimate with no

associated error, while the generalized inverse provides an estimate whose

63
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associated total squared error is minimized. The matrix inverse is of little

use since only overdetermined systems are anticipated. The main drawback

of these techniques is that both require a matrix inversion which is

difficult if not impossible to perform totally with CCDs (multipliers may be

required). Therefore, it is necessary to look beyond these closed-form

procedures for a suitable estimation procedure.

4.1.3 Sequential Procedures

Sequential procedures are a class of estimation procedures which satisfy

the second of the aforementioned criteria. They call for just the sort of

linear combinations of discrete-analog sequences that CCDs are able to provide.

This makes sequential estimation procedures better suited to CCDs than the

closed form procedures.

A sequential estimation algorithm is a recursive procedure which, using

an initial "guess," converges to a solution of a system of a linear equations

which minimizes a chosen criterion function. Most often the total squared

error associated with the estimate is chosen for the criterion function.

Sequential estimation procedures which minimize a squared-error criterion

function can be shown to converge to the same solution as the generalized

inverse as the number of recursions performed becomes infinite . For practical

reasons, recursion is terminated after a reasonably accurate solution has been

obtained. The usefulness of a sequential procedure is severely limited if a

large number of recursions is required to arrive at an acceptable estimate of

the solution to a system of linear equations. A judicious choice of the

starting "guess" and the use of convergence acceleration techniques (to be

subsequently discussed) can be of some help. However, the utility of sequential

estimation procedures in implementing the TSVIP algorithm is extremely dependent

on the speed with which the procedures converge.
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4.2 Minimum Squared-Error Descent Procedures

4.2.1 Introduction

The sequential estimation techniques chosen for investigation are known

as minimum squared-error descent procedures. These sequential estimation pro-

cedures use the gradient descent method to minimize the squared-error associated

with the solution. Their suitability for CCD implementation makes them

attractive for use in a target tracking processor.

The problem which must be solved is

d = Da (4.2.1.1)

where

d is the N x 1 scene difference vector,

D is the N x 6 matrix of weighted and unweighted spatial derivatives,

a is the 6 x 1 vector of the affine transform coefficients (the quantity

it is desired to estimate), and N is the number of target points used in the

tracking calculat4 ,n.

An estimate of the a vector which minimizes some function of the error

between Da and d is sought. An error vector can be defined as

e = Da - d (4.2.1.2)

The square of the total length of the error vector is then given by

Ja) =IDa - dli

N
- t k k 2 (4.2.1.3)

2(a D -d
k=l

where

k th
D is the transpose of the k row of the D matrix,

K thd is the k' element of the d vector,

t.
a is the transpose of the affine transform coefficient vector.i

V
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it is this function which we wish to minimize in obtaining a "good"

estimate of the vector a. A gradient descent procedure can be used to produce

a sequence of vectors which will eventually converge to a soluLion minimizing

J(a). --he form of a general gradient descent (also known as steepest descent)

is given by

ak+l = ak - pkVJ(ak) (4.2.1.4)

where

ak and a k+represent the k'th and k+l'th estimate of a, respectively.

Pk is a Positive scale factor which adjusts the step size [16].

The initial estimate a0 is chosen arbitrarily unless a priori information is

available to provide a reasonable guess. At each iteration of the descent

procedure a fraction of the error g~adient is subtracted from the previous

estimate of a. If ak is thought of as a point in the multi-dimensional a vector

space, then the subtraction of a fraction of the error gradient represents a

movement, in the vector space, in the direction of the maximum decrease in the

magnitude of the chosen error criterion. Thus, each step is thought of as a

downward movement i.n the direction of the location of the a vector which

minimizes J(a). Thus, the name "descent procedure."

4.2.2 :ulti-Sample Alaorithm
,!

In this case the gradient of the criterion function J(a) is given by
N

J(a) = _ 2(atD - dk)D = 2D t(Da - d) (4.2.2.1)
: k= 1

Inserting this result into equation (4.2.1.4) gives the descent algorithm

ak~l a - D (Da d) (4.2.2.2)

It can be shown that if p k is chosen to be )1/k, where p 1 is a constant

usually less than 1, this descent Jorithm, which will be called the multi-

sample algorithm, satisfies

-4
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tD (Da - d) 0 (4.2.2.3)

Thus, this descent algorithm will determine a coefficient vector a which

minimizes the total-squared length of the error vector.

An algorithm of this sort does fulfill the requirement of not requiring a

matrix inversion. The multi-sample algorithm also satisfies the speed of con-

xergence requirement previously discussed. Its main drawback is that its CCD

implementation, while not impossible, would be very hardware intensive. The

size of the D matrix, N, would determine the number of tapped delay lines

(the basic CCD "builaing block") required to implement this algorithm. Thus,

the number of target points used in tracking would determine the size of 't'he

processor. This is not desirable and necessitates looking further for a more

suitable version of the descent procedure.

4.2.3 The Widrow-Hoff Rule

The error criterion used in arriving at the multi-sample descent algorithm

represents, except for a constant multiplier, the average squared length of

the error vector associated with estimate ak. The movement at each iteration

is in the direction of the maximum decrease in the average length of the

squared error vector. Widrow and Hof&" [171 introduced the idea of substituting

individual error vectors for the average errcr vector. This allows the rows

of the D matrix to be considered individually and leads to the LNIS or Widrow-

Hoff Rule

ak = a + ok(dk tk k (4.23.1)[ k+ I k< k .- k.231

This descent procedure allows the rows of the D matrix to be considered

sequentially. If p is taken as pl/k, p a constant, the Widrow-Hoff Rule willseunta i- k 1 l 1 osat

tend towards a solution which minimizes the squared-error in the estimate of

ak. Moreover, the CCD implementation of the Widrow-Hoff Rule need consist of

only one tapped delay line with associated multipliers, summers and steering
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logic [18,19]. A block diagram representation of a possible CCD implementation

is shown in Fig. 4.1. The multipliers suimners, and logic necessary to complete

the circuit could be implemented on the same substrate as the tapped delay line.

The tradeoff one must make for these advantages over the multi-sample algorithm

is a reduced speed of convergence. The averaging of the error gradients used

in the multi-sample descent algorithm serves to "smooth" the error gradients

and reduce the effect of bad data, i.e., those individual error gradients

which, because of noise or other random effects, do not represent a move

towards the minimum of the criterion function. The Widrow-Hoff Rule discards

this averaging and thus follows a less direct path to the minimum of the

criterion function. This leads to red,,'d speed of convergence.

4.2.4 Convergence Acceleration

Iteration speedup technicues can be used to increase the rate of conver-

gence of the Widrow-Hoff Rule [20]. A very effective method of accelerating

its co-.vergence is to hold Pk constant as long as the error term,

ktk
(dk - akD) (4.2.4.1)

maintains a constant sign. The reasoning behind this is as follows. When the

search for the minimum of the error criterion is far from that minimum large

steps at each iteration are desirable. As long as the sign of the error term

is constant it is assumed that the search is far from the minimum, pk is held

constant and the steps stay the sa., size. When the error term changes sign

ii this is an indication that the search has reached the vicinity of the sought

'I for minimu;.. A smaller step size is then desirable to allow the search to

converge more easil-, to the location of the a vector whose associated squared

error is minimized. This is analoqous to slowing down one's automobile so as

to not nass by one's destination as it is neared.

;1 "
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4.2.5 Startup

The scene-to-scene temporal dependence required by the TSVIP algorithm

provides another reason to be optimistic about the applicability of sequential

descent a!corithMs to its solution. Both sequential methods presented, the

multi-samole and Widrow-ioff rules, recuire a starting "guess' of a. Without

a -.riori infor mation th is is often chosen as 3. A more loaica! starting zoint,

in this case, is simply the estimate arrived at for the previous camera frame.

The assu.-tion of fast temporal sa--ling required for the relevance of the

TSVIP algorithm means that from frae to frame the target will appear to have

a s1=: changing ve locity- This implies that the best "guess" for t-he present

target movemnt is simply the previous estimated target --ovemnt. Using the

previous target movee.-nt as the starting point for the next set of .terations

provides a starting point, in the a vector space, which can be logically

assumed to be near to the location which minimizes the squared-erro- associated

with the esti-,:ate a. . Since this allas the search to start closer to the

minimum, the rate of convergence will be significantly accelerated.

4.3 Simulation

4.3-1 introduction

A comnuter simulation was nerfo.med to ascertain whether the sneed of con-

vercence of the widraw-Hoff Rule was sufficient to allow its use in implement-

ing the TSVIP algorithm. Simulation, while not as realistic as the use of

actual scene data, makes for easy confirmation of the properties of the algorithm.

By varying one para..eter, such as the convergence constant p0 while holding

I the rest constant, the effect of each para .ter on the perfcrmance of the

algorithm can be deter mined.

The simulated scene formulation is as found in [5]. The tarcet textural

.function is civen as

_ _ _ _ _ _.__ _ _ _
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siniA - 1 sin(jA/2.5)f =ij iA (j A/2.5)T + .3jA+2 (4.3.1.1)

where A, thie sampling interval, is taken as .2. The target is taken as a

square 16A x 16A, i.e., 16 pixels square. A flow chart of the Widrow-Hoff Rule
43

implementation is shown in Fig. 4.2. The details of the simulated scene setup

and those operations required to arrive at the linear system necessary for use

of the Widrow-Hoff Rule can be found in [5].

4.3.2 Convergence Acceleration

The convergence acceleration technique used is a slight modification of

the previously menL.oned technique. The conventional technique is to use p

p0/k where p0 is a constant and k is an integer index which is one initially

and inc.emented by one each time the error term of the Widrow-Hoff Rule changes

sign. The rationale behind this rule was previously stated. In simulation

it was found that the convergence acceleration provided by this technique was

ne sufficient. Therefore the technique was modified by -ncrementing k only

after a fixed number of error term sign changes, usually from three to five. It

was found that very little if any further acceleration was provided beyond

five sign changes. In this manner pk did not decrease as -,.idly and the step

sizes, in the search for the optimum a vector, did not decrease as rapidly

when compared to the step 3izes prod-ced with the conventional acceleration

pro,..dure. Through the use of this modified acceleration technique, the con-

vergence of the Widrow-Hoff Rule could be accelerated by from 20 to 35%.

4.3.3 Size of Perturbation

Thc first- property investigated was the effect of increasingly larger

target perturbations on the accuracy and rate of convergence cf the Widrow-Hoff

procedure. Target movements of .05, .08, .1, and .2 were used. These represent

movements of one-fourth, two-fifths, one-half, and one pixel, respectively.
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The results of these simulated movements are summarized in Figs. 4.3-4.6.

The curves with a subscript of one indicate simulations in which the starting

point was selected as zero. Those curves subscripted two indicate simulations

in which a starting point which was from ten to twenty percent different from

the actual target perturbation was selected.

One can see at once that the Taylor series approximation begins to become

invalid as the size of the target perturbation increases. While the estimate

of the B(1) element of the translational vector remains accurate through the

range of perturbations, the estimate of the B(2) element falls from 95%

accuracy for a perturbation of .05 to 80% accuracy for a perturbation of .2.

For larger target perturbations than those shown, the B(l) element also falls

off in accuracy. This condition of more degradation of the B(2) element of

the translational vector than of the B(l) element, for increasing target pertur-

bation, is a function of the target textural function which is non-symmetrizal

in the B(M) and B(2) directions. The basic spatial frequency of the textural

function in the B(2) direction is two and one-half times that in tne B(l)

direction. Thus, any attempt to express it in a truncated series must suffer

from more truncation error than a similar expansion of the textural function

in the B(l) direction.

Fji-ures 4.3 - 4.6 also provide valuable information about the selection

of the initial convergence constant po. in obtaining these curves, an attempt

was made to use the largest p po: ible while avoiding overshoot. Choosing p0

too small resulted in extremely slow convergence of the algorithm. Conversely,

choosing p0 too large resulted in an oscillatory overshoot which also caused

a slowing of convergence. The important finding is that the optimum p0 in-

creased as the target perturbation was increased. Thus, for optimum convergence

PO cannot be chosen as a constant but must be adjusted from frame to frame.

° i

I
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Since it is impossible to know a priori the magnitude of the target movement

whicn is being estimated, the previous target movement is the best value on

which to base a choice of p0. The assumption of fast temporal sampling inherent

in the TSVIP algoritl. should make this a reasonable assumption. In any case

the choice of P0 should be conservative to avoid any chance of overshoot or

instability in the estimation process.

For completeness, a simulation which includes target dilation and rotation

is summarized in Fig. 4.7. For small perturbations the estimates of both

dilation and rotation were found to be accurate and to converge quite rapidly.

A more exhaustive investigation was not carried out because dilation and

rotation are not of primary interest in this investigation. That is, in a

tracking processor, they are of secondary interest to the target translational

parameters. Additional work will be required if they are needed for control

purposes.

4.3.4 Startup

As was stated in the derivation of gradient descent procedures, a start-

ing "guess' is necessary to compute an initial error gradient. The claim was

made that the previous target translation was a good candidate for this start-

ing point as the scene-to-scene temporal dependence inherent in the TSVIP

algorithm guaranteed small changes in target velocity from frame to frame. To

verify this claim the four increasingly larger target perturbations of Figs.

4.3 - 4.6 were run with starting points of from ten to twenty percent difference

from the actual perturbation. The reduction in the number of iterations

requiredfor.conv ce rang nfrom20to5 Th larger tarqet perturba-

, tions benefitted more than the smaller from this choice of a startup point.

v The results izidicate that an intelligent choice of the startup point for the

Widrow-Hoff Ru2e can produce significant savings in the number of iterations

required for convergence..1
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4.3.5 Noise Suscentibilitv

The previously discussed simulations were performed using exact spatial

derivatives obtained ftrom the target textural function and used no additive

noise. To investigate the behavior of the Wjdrow-Hoff Rule in implementing

the TSVIP algorithm using noise corrupted scene data the positive half of a

normally distributed, zero mean noise process was added to the simulated scene.

The spatial derivatives necessary to form the system of linear eauations pro-

vided by the TSVIP algorithm were performed using a simple difference equation.

The results are displayed in Fig. 4.S. The addition of noise to the scene

produced rather unreliable estimate,- of the target perturbation. The estimation

of spatial de:ivatives in a noisy environment is .-kno%,n to be unreliable . The

error associated with additive scene noise can be attributed to this unreli-

ability. The use of a 3 x 3 window to introduce some averaging into the

spatial derivatives failed to produce any &ignificant imprcvement in the results.

4.3.6 Su-mation

The main conclusions resulting from th,! preceding tracking simulations are

as follows:

1. Larger target perturbations oroduce wors translational estimates than

smaller perturbations due to the increasing truncation error inherent in i

Taylor series approximation.

2. To achieve the same rate of convergence for larger t~rget perturbations

as for smaller requires an increase in p0 , the initial convergence constant.
3. An intelligent choice of the starting "guess" in the Widrow-Hoff

,. Rule, ulilzinc a -,Liori i..formtion, can siificantlv improve the rate of

coniv*rce.. 'e.

14. T.e estimation of spatial derivatives in a noisy environment introduces

signzf.cant error into the estimated target translational parameters provided

I.i



82

• to

Ca;

(L L

co

00

a,°

0-n

• _

4' 3

( I M 0 I

4- "4-



83

bv the Widrow-Hoff Rule.

5. The results of these simulations are encouraging enough to recom.end

that the Widrow-uoff Rule be tried in an imolementation of the TSVIP algorithm

using actual video data.

4.4 Conclusions and Recommendations for Future Study

The use of a particular sequential estimation procedure, the Widrow-Hoff

Rule, has been aplied to the implementation of the TSVIP tracking algorithm.

Fcr small perturbations and no additive scene noise, this estimation procedure

has been shown to be effective in simulation. The use of a priori infor-ation

and a slightly modified convergence acceleration procedure result in the con-

vergence of the Widrow-Hoff Rule in an arceptablv small number of iterations.

The addition of noise to the simulated scene results in a significant degrada-

tion of the nerfcrmance of the estimation orocedure. This is a cause for some

pessimism over the usefulness of the "iro-" Rule in the implementation

of the TSVIP alqorithm.

Future studv: will mainly involve obtaining actual scene data from an

imaging device. it is honed that the use of strict segmentation measures in

defininc target points will yield a system of linear equations which is well

behaved, i.e., will yield accurate estimates when operated on by the TSVIP

algorithm.

-4S



CHAPTER V

THER .LC ,ORITHS

5.1 Introduction

5.1.1 Puroose

This section reports on an investication into the other alcorithms

for image tracking. Although the TSVIP algorithm appears to he tne most

prom sing, an investigation into other alcoritms is necessar- for several

reasons. First, should the TSVIP approach prove to be ineffective, a list

of possible alternatives would have been studied. Second, althouch the

TSVI? method may work well as long as the target remains locked within the

field of view, the overall system performance may require a hierarchy of

alcorithms which will be used in support of the TSVIP alcoritrm. For example,

algorithms which can segment the target from the background, and ones which

can locate and be used to lock the tarcet within the field of view. may be

recuired in some aunlications. Finally, alternative algoriths can serve

as a basis of com.arison to show hov well the TSVIP algorithm _erfor--s.

Thus, the general nature of tnis investication is to discover image process-

ing techniques which can either support or replace the TSVI.? alcoritbm.

5.1.2 Constraints

There are several conctraints on the algorithms that can be considered.

These constraints are related to special perforniance and "hardware require-

ments for the ex-pected range of applications. The algorithms will be

expectetd to perform in a real-time closed-loop system, and they must provide

adecuate lock-in and trackn: -erfcrmance at extro.mcy hich data rates. Thus,

the aiorilthms themselves need to be %yry efficient; that is, both fast and

accurate.

I8
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There are also several constraints on the type of hardware that can be

implemented. The hardware will be subjected to large forces, will need to

fit in small places, will probably be powered by a small power source, and

will process data at a high rate. Therefore, the technology used must provide

hardware that will be rugged, small, lightweight, low powered, and fasz.

The appropriate choice appears to be CCD based discrete analog processing,

a conclusion reached in the previous algorithm work.
In CCD based image processing the analog signal is sampled at discrete

intervals in time and space and processed as a discrete analog signal. As

shown in a previous section, CCD devices can perform complex signal process-

ing operations at high data rates while retaining a small size with low

power consumption. But more importantly, the operations it performs are

adaptive. That is, the filter transfer function can be altered in response

to the data it receives. This allows a flexible and powerful hardware

structure where the same basic elements can be used to perform different

functions.

From the above discussion it is apparent that the algorithm search

needs to be limited to those algorithms that can take advantage of CCD

based structures. More explicitly, the bulk of the high speed processing

should be performed with discrete analog technology implemented with CCDs,

while the slower and simpler processing may use both digital and analog

technologies. This hybrid of technologies will help to ensure high data

processing rates, ruggedness, low power, small size, and low weight.

Constraining the hardware to be based largely on discrete analog pro-

cessing unfortunately creates a constraint on the kinds of algorithms that

can be investigated. There is basically one operation that is ideal for

discrete analog processing, and any algorithm that can be considered in
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Ithis investigation should use this operation extensively. This operation

is given mathematically as

N-1

y (k) a(k,i)x(k-i) (5.1.2.1)
i=O

where y(k) is the discrete analog output at time k, x(k) is the discrete

th
analog input at time k, and a(k,i) is the i coefficient for the operation

I at time k. Notice that the output is simply a weighted sum of delayed input

values. It is often referred to as a transversal filter, a moving average

filter, or a finite impulse response filter.

By the appropriate choice of the time varying coefficients, this simple

operation can perform a large number of functions in addition to filtering,

such as estimating autocorrelations, estimating means and first order moments,

estimating gradients, convolving with time variant responses, matched

filtering, and discrete Fourier and other orthogonal transforms. Also by

simply feeding the output back into the input a more general filtering

operation is obtained. This general operation is often referred to as a

recursive filter, an autoregressive filter, or an infinite impilse response

filter. This basic operation as it applies to each algorithm under investi-

gation will be developed in later sections.

In summary, the major constraint on any algorithm being investigated

is that it must use this fundamental operation as the basis of its process-

ing algorithm. This constraint will ensure fast processing, small size,

low weight, low power consumption, and ruggedness.

5.1.3 Assumptions

4
As with any initial investigation, certain assumptions must be made

about the data available at the input for processing and the type of data
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needed at the output to generate the appropriate control signals. Specific

assumptions about the input data imposed by the nature of the target, back-

ground, and noise will be referred to in the description of individual

algorithms, since these assumptions are algorithm dependent. However, there

are several general assumptions that can be made about all the algorithms.

The expected range of sampling rates of the input data must be deter-

mined. The spatial sampling of any scene is dependent on the zoom capa-

bilities of the imager and on the number of pixels in each frame. It will

be assumed that each frame of the raw data will consist of an array 100 x

100 pixels in size (although this is not a limiting assumption) with no

assumptions made about the zoom capabilities of the imager. Assumptions

about the time sampling are needed to specify the number of frames produced

every second. This is depen , 
'4 -n the number of pixels that the target is

allowed to move from frame to frame, which in turn is dependent on the size

and velocity of the target relative to the imager and on the zoom capabili-

ties of the imager. Since this number is target dependent, it is difficult

to specify. For a target 100 feet long,extending 100 pixels in the imager

output array, and moving 1000 feet per second, a frame rate of 100 frames

per second would allw a movement of 10 pixels per frame. This is probably

a practical upper limit with a lower limit being about 1 frame per eecond.

Note that the uppor limit corresponds to a bulk pixel rate of 1,000,000 pixels

per second, which is indeed a very high data rate, but one which can be

handled easily by CCDs.

The output control signals are used to keep the target within the field

of view. With this feedback, the system will be expected to track a specified

4target. There are two approaches to deriving a set of tracking parameters.

One approach is nased on relative positional measurements, while the other
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approach is based on absolute positional measurements. The relative approach

givez parameters which indicate changes in target position, size, and angle

of orientation relative to some previous estimate. The absolute approach

gives parameters that specify target position, size, and angle of orienta-

* tion in reference to a fixed system. The TSVIP approach is a relative one,

since it gives frame to frame differences in x and y positions, differences

in angle of orientation, and ratios of size changes. Note that each para-

meter set can be estimated from the other one, once a common reference

position is established. Also note that the relative approach may allow

errors in the positional estimate to accumulate, since these errors are fed

back into the input of the system, while in the absolute approach these

errors are not fed back. Which approach is used will be specified in the

discussion of the individual algorithms in the following sections.

5.2 The Algorithms

In this section several feasible al.,orithms for performing image track-

ing are introduced. The discussion of each algorithm includes its underlying

principles and the assumptions it makes about the input data. The fi7e

categories of the algorithns being investigated are referred to as gradient,

moment, coordinate, transformation, and segmentation.

5.2.1 Gradient Algorithms

5.2.1.1 Develo ment

These algorithms include the TSVIP algorithm discussed earlier in this

! report and Lie theoretical methods [21]. The fundamental equation of these

algorithms can be developed mathematically either in terms of a Taylor series

expansion of the equation governing motion of a target or in terms of group

IN
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theoretic methods, but since this development is complex and can be referenc-

ed elsewhere [5,21,22], only the results are presented here.

-n theory the fundamental relation equates the time derivative of the

image intensity at a point as a nonlinear function of the coordinates of the

point and the spatial derivatives at that point, and is given from the Lie

formulation as

f/3t= a x (f/1x) +alY(f/x)+a21 (f/y)+a 2 2 y (f/3y)+b (3f/ax)+b2 (f/ay)

(5.2.1.1)

where f=f(x,y,t) is the image intensity as a function of the x-y image plane

and time. At any given time, the six coefficients (all,a1 2 ,a2 1 ,a22 ,bl, and

b ) are assumed constant over all points within the target. Thus, an over-
2

constrained set of N linear equations (where N > 6) in six unknowns can be

derived by estimating the derivatives at N points within the target at a

given point in time. These equations can then be solved for the six unknowns

with any of a large number of descent procedures [16,20] that can be imple-

mented with CCDs. Two possible solutions, the least squares pseudoinverse

solution and the Widrow-Hoff sequential deterministic solution, are developed

in Chapter IV of this report. One other CCD implementable solution, a

Kalman filter formulation of the estimation problem, is proposed in this

chapter. Since two other algorithm groups, moment and coordinate, also

I produce an overconstrained set of linear equations and can be solved with

the same procedures, the Kalman procedure is presented in Section 5.2.4

H after discussion of these algorithms.

It is interesting to compare the Lie formulation given by (5.2.1.1)

with the TSVIP formulation. Even though the two equations are developed

from quite different formulations, they are very similar. The only difference

is that the TSVIP algorithm approximates the time derivative of the intensity

-N -
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function with the difference between two consecutive frames,
Al

3f(x,y,t)/at = f(x,y,t+T)-f(x,y,t) (5.2.1.2)

There is an interesting physical interpretation of the coefficients

derived in these formulas, when the coefficients are constrained such that

a = 2 = a and -a = a = a2 . This constraint restricts target motion
1] 22 1 12 21 2*

to translation, rotation, and dilation. If the target is rotating in the

image plane at a rate dO/dt about some point (xy ) and expanding at the

rate of d /at about this same point, which is moving with rectangular velocity

components given by dx/dt and dy/dt, then the constrained parameters give

the following relationships:

dO/dt = tan- I (a 2 /al) (5.2.1.3a)

1°a

i+(l/p)do/dt = + a2 (5.2.1.3b)

dx/dt = bI  (5.2.1.3c)

and

dy/dt = b2  (5.2.1.3d)

If for some small time interval, T, these derivatives (dB/dt, dp/dt, dx/dt,

and dy/dt) can be assumed constant, then a constrained Affine transformation

of coordinates can be given by

Fx(t + T) a1  -a ( b

whereY(t4 L a ] Y2i L1 (5.2.1.4)

whe re

a1 =p(t+T)/p(t)]cos[O(t+T)-O(t)]

a 2 = [p(t+T)/p(t)]sin[6(t+T)-6(t)]

bI = x (t+T)-> (t)
1 io o

* and

b2 y y(t+T)-y (t)
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Thus, a relativistic set of parameters about changes in target orientation,

position, and size between consecutive frames can be generated as:

6x = b I  (5.2.1.5a)

Ay = b2 (5.2.1.5b)

-1
AO tan (a2/aI  (5.2.1.5c)

2 1

and

=Va a2 (5.2.1.5d)

5.2.1.2 Assumptions

There are several major assumptions made by gradient algorithms about

the type of data available for processing. One important assumption is that

the target has been roughly segmented in some way from the background, so

that a set of known target points exists for processing. Also the target

must be large enough so that a sufficient number of sampling points exist.

Note that no assumptions are necessary for the background points. In fact a

background is not even required, unless it is needed for segmentation.

Another important assumption is that the spatial and time derivatives

at a point can be easily estimated from the sampled intensity values at that

point and its surrounding points. This implies that the spatial and time

sampling rates must be high enough for good estimates, but not so high that

the equations are ill-conditioned. This requirement also relates to the
H

texture and mot cn of the target in that variations in image intensity values

from sampled point to sampled point can neither be too large nor too small.

Also since derivative estimates are very sensitive to noise, the noise levels

need to be low. This can be achieved to some degree by low pass filtering

the input data before the derivative estimates are made.

A third assumption is that an additional algorithm is being used to

provide absolute estimates of the target position. This is necessary since
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relative estimates can accumulate error and, without zn additional algorithm,

can lose track of the target.

The final assumption is that the target is restricted to motion as given

by the unconstrained Affine transform. Since most physical motions will

tend to be ones of this type, this assumption is not too critical.

5.2.2 Moment Algorithms

5.2.2.1 Develonment

These algorithms are based on means and moments of the input data as

opposed to gradients. They perform an averaging of the data, and thus are

less sensitive to noise and sampling rates than gradient based algorithms.

However, they are very similar to the gradient algorithms in that they

establish a fundamental equition at each point in a target describing its

spatial and time perturbations. This fundamental equation is based on theI same six unknowns and is derived from the fundamental gradient equation by a

spatial integration of it. The integration is carried over a fixed area

centered on a target point. If the area is defined by a < x < b and

c < y < d, then the integration operation on the fundamental gradient

equation yields:

db db db
f f(-f/Bt)dx dy = all f fx(3f/3x)dx dy+al2 f fy(f/ax) dx Cy
ca ca ca

db db
+ b, I /f(f/3x)dx dy+a2 2 f fylf/3y)dy dx

ca ac

b d b d
+ a2 f x(3f/By)dy dx+b2 f f(3f/3y)dy dx

a c a c
,- (5.2.2.1)

'.'his equation can be further reduced by noting the following equalities

of calculus:
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d b
f f f (x, y,t)/at dc dy av()a =...a

d b d d
~f fx[afx,y,t)/3x]dx dy =bff(b,y,t)dy-aff(a,v,t)dy-v(t) (5.2.2.2b)
c a c c

b d b b
f fyI[af(x,y,t)/ay]dy dx =dff(x,d,t)dx-cff(x,c,t)dx-V(t) (5.2.2.2c)
a c a a

d b d d
f fy(3fix,y,t)/3x~dx dy =fyf(b,y,t)dy-fyf(a,y,t)dy (5.2.2.2d)
c a c c

b d b b
f Jx[af(x,y,t)/y~ay dx fxf(x,d,t)dx-fxf(x,c,t)ax (5.2.2.2e)
a c a a

d b d d
f f[3f(x,y,t)/3x~dx dy =ff(b,y,t)dy-ff(a,y,t)dy (5.2.2.2f"
c a C c

b c b b
f jt['f(x,y,t)/ay~dy dx =ff(x,d,t)dx-ff(x,c,t)dx (5.2.2.2g)
a c aa

where
d b

V(t) =f 'ff(x,y,t)dx dy
c a

Note that this reduction eliminates all but one derivative operation, and

replaces them with zero and first order moment calculations of the windowed

area and its boundaries. Again the single time derivative operation in

(5.2.2.2a) can be replaced by

3V(t)/Bt -V(t1-T"-V(t) (5.2.2.3)

as long as the time sampling rate is fast enough or the image evolves slow

enough to make this approximation valid.

Since the data are discrete, the integral operations must also !>e

approximated by some numerical integration techniqu.. The simplest and most

easily implementable with CCDs is the rectangular rule:
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b N-I
f g(x)dx = g(a+n~x) Ax (5.2.2.4)
a n=O

where Ax = (b-a)/N. Thus, all the integration operations in (5.2.2.2) can be

developed as weighted sums of ordered pixels and thereby be implemented with

CCD based structures.

Since the coefficients are identical in the two formulations, they have

the same interpretation as given by (5.2.1.3), and they generate the same

relative set of control signals as given by (5.2.1.5). Also they can be

calculated using the pseudo-inverse formulation or the Widrow-Hoff formula-

tion as presented earlier in this report, or using the Kalman formulation

presented in Section 5.2.4.

5.2.2.2 Assumptions

With few exceptions the assumptions made by these algorithms are

essentially identical to those made by the gradient based algorithms as

presented in Section 5.2.1.2. However these algorithms do not require

special constraints on the spatial sampling rate or the texture of the object,

nor do they require a low noise level as in the gradient algorithms.,.1

5.2.3 Coordinate Algorithms

5.2.3.1 Derivation

The coordinate based algorithms also produce an overdetermined set of

Ilinear equations as do the gradient and moment algorithms, but they do not
require the estimation of either the gradient at any point or the moment of

any region. They do however require the accurate identification of the

locations of a fixed number of points in consecutive frames. If a subset

ci N points from the target can be accurately tracked in each frame, then the

target as a whole can also be tracked. Labelling these N points as
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(xl (t), Yl(t))' (x2 (t), Y2 (t)), ... , (xN(t), YN(t))' the linear sz-t of

equations become

x (t+T)= bl+ x(t) + a1 2 y (t)
11 11 1 1

~Yl(t+T) =b 2 + a2 1 x1 (t) + a 2 2 Yl (t)

x (t+T) bl+ a x (t) + aly (t)2 2 1 1 221

Y2(t+T) b2+ a21x2 (t) + ay (t)

2 2 21X2( 22Y2(

N (t+T) = bl+ allx (t) + a2Y (t)

YN(t+T) = b2+ a 2 1 xn t) + a2 2 YN (t) (5.2.3.1)

The coefficients correspond to those of the unconstrained Affine tr-nsforma-

tion as given in (5.2.1.1) or (5.2.2.1), and thus have tl-e same physical

interpretation and output the same control signals as both the gradient and

moment algorithms. They can also be solved using the same methods.

The major difference is that accurate segmentation of a few points is

I required. If that can be done, and since this formulation doesT
H inot need the image intensity value at any point, both noise problems and

spatial and time sampling constraints can be ignored. Since noise does not

work into the equations, a more accurate solution can be obtained. Unfor-

tunately, the task of tracking a select set of image points is very target

dependent and may be too difficult to implement with any reasonable algorithm

or hardware.

5.2.3.2 Assumptions

The coordinate based algorithms have only two major assumptions. The

first and most prohibitive is that accurate positional identification of a

select set of points is required in successive frames. This assumes that

.4 ____ ~ '
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:1:
the target consists of identifiable points such as the intersections of edges

or boundaries, Points that are consistently the largest or smallest values

from scene to scene, or points that come from matched filtering with regions

of known size and shave. It is this assumption that may prohibit coordinate

based algorithms from being implementable.

Another assumtion is that target motion is restricted to those allowed

by the unconstrained Afffine transform. Motions such as translation, dilation,

and rotation within the x-y viewing plane are nicely modeled by the Affine

parameters, but rotations about an axis that is not orthogonal to the view-

ing plane are not. -Even so, this restriction is essentially a mild one.

5.2.4 A Kalman Based Solution of the Aff-ine Parameters

In this section a solution technique for solving an overdeter-mined set

of ecuations in six unkno-wns is preseanted. This technique applies to the

gradient, moment. and coordinate generated equations. In fact, since the

coefficients are identical in all three approaches, a novel idea m.ight be to

use N gradient derived equations, M moment derived equations, and P coordinate

derived eauations as the input data for either this Kalman technique or any

of the others discussed in this paper. Care should be taken, however, so

that the data from all three sources are about the same order of magnitude,

else the equations would be ill-conditioned. Normalization can be easily

handled by adjusting the CCD tap weights as this data is computed.

The development of this technique is presented in vector for-, so let

Sk) [a (k) a (k) a k) a (k) b. (k) b (k) ]  (5.2.4.!a)

11 12 -)1 22 i 2

and

X' (k) = WXlk) x2 (k) x3 (k) 4(k) x-(k) x6 (k) (5.2.4.1b)

13

4A
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wher-e k is the iteration index, A(k) represents the sequential estimates of

the unconstrained Affine parameters, and xT (k) represents the kth data set
derived either by gradient, moment, or coordinate calculations. The elements

of X T(k) represent the data weights on the corresponding coefficients in A(k)

so that the k th derived equation from any of the techniques is represented by

T&
Z(k) = A (k)X(k) (5.2.4.2)

where Z(k) is the left side quantity as given in (5.2.1.1),(5.2.2.1), or

(5.2.3.1).

Since the Affine parameters are assumed constant over all observations

in a particular frame, A(k) can be modeled as the following Markov process:

A(k+l) = A(k) + u(k) (5.2.4.3)

where u(k) is modeled as a stationary white noise process with variance V ,
U

thus allowing for the error in the parameter estimates from different

observations. The observation equation can then be given as

Tr
Z(k) = A (k)X(k) + v(k) (5.2.4.4)

where v(k) is modeled as a stationary white noise process with variance V •i v
Assume that A(0) is a random vector with variance VA(0).

Finally the estimation equations come directly from applying the above

equations to Kalman filter theory, and are given as

A(k+l) = A(k) + p(k)X(k)[Z(k) - A T(k)I'(k)] (5.2.4.5a)

2 Tp(k) = V (k)/[V + x (k)V (k)X(k)] (5.2.4.5b)
A v A

and

A T
V (k+l) [I - p(k)X(k)X (k)]V (k) + V (5.2.4.5c)
A A u

Thus, all that is needed to start the sequence of estimation is to choose V ,u

V , A(O), and V (0). The rate of convergence is influenced by both V and V
v A U v
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T
If V is chosen to be small, then from (5.2.4.5c) the product (p(k)X(k)X (k))

v

is nearly equal to the identity matrix and VA(k) will converge to its

minimum value V too quickly. Conversely if V is chosen to be large, VA(k)
u v

will tend to V very slowly. The choices for A(M) and V (0) are interdependent,
u A

in that VA(0) should be chosen small if the initial estimate A(0) is thought

to be accurate or V A(0) should be chosen large if the estimate is believed

to be inaccurate. Note that the estimates should vary little from frame to

frame, so that if the estimate from the previous frame is used for A(0),

then V (0), Vv , and V should be chosen small for quick convergence to an
A v u

accurate solution. A few startup frames should be sufficient to accurately

choose A(0).

Implementation of this technique is more difficult than the Widrow-Hoff

technique, but note the estimation similarities. The major difference is

that the gain on the error term is a 6 x 6 matrix in tnis formulation, and

it is a scalar in the Widrow-Hoff fomnulation. In spite of the higher

complexity, the Kalman formulation is still CCD implementable since it does

not require any large inverses but rather parallel computation of inner

products. Also the increase in hardware over the Widrow-Hoff estimator may

be an acceptable trade-off for the decrease in convergence time offered by

the Kalman estimator.

5.2.5 Transformation Algorithms

5.2.5.1 Derivation

The basic principle behind these algorithms is to transform the image

input data into a new set of data where the computations of rotational,

j translational, and dilational parameters are made easier. This section

" investigates some of the properties of the Fourier transform and a geometric
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coordinate transform denoted as the Log-Polar transform. The function of

each of these transforms in computing certain motion parameters is then

discussed.

The spatial Fourier transform of an image f(x,y,t) is given by

F(u,v,t) = f f f(x,y,t)exp[-27ij(ux+vy)]dx dy (5.2.5.1)
W~ -CO

The following properties show the effects that translation, dilation, and

rotation of an image f(x,y,t) has upon its Fourier transform. If

f(x,y,t)(-)F(u,v,t) indicates the Fourier pair, then

f(x-x , Y-yo' t)+-exp[-21j(ux + vyo)]F(u,v,t) (5.2.5.2a)
0 0

2
f(ax,ay,t)+-+(l/a) [F(u/a,v/a)] (5.2.5.2b)

and

f(r, 0+0 )+-F(w,+0 ) (5.2.5.2c)

, where f(r,6+6 represents a 6 rotation of the image about the origin.0 0
There are three important results of the above properties. The first is that

the magnitude of the Fourier transform is invariant to translation. The

second is that scaling the image function also scales the Fourier transform.

And lastly, a rotation about the origin in the image plane results in a

rotation about the origin of the same amount in the Fourier transform plane.

The Log-Polar transform is based on the conversion from rectangular to

polar coordinates and is given as

L(u,v,t) = f[ln(x 2+ y ) , tan -(y/x)] (5.2.5.3)

Basicall, the image function is converted to polar coordinates, the natural

logarithm is applied to its magnitude coordinate, and the new coordinate

system is interpreted as rectangular coordinates. If f(x,y,t) -L(u,v,t)

represents this transformation then the following properties result:

N9
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a f(ax,ay,t) -* L(u + ln(a),v,t) (5.2.5.4a

and

f(r,+6 ) L(u,v + 6 ,t) (5.2.5.4b)

0 
o

where f(r,e+E ) represents a 0 rotation of the image about the origin. Note
0 0

that this transformation produces a simple translation in the transformed

domain given a rotation and dilation in the image domain. Also, using the

translation invariance of the magnitude of the Fourier transform, a transfor-I mation of the image function that is invariant to translation, rotation, and

dilation can be obtained. This is done by computing the magnitude of the

Fourier transform of the Log-Polar transform of the magnitude of the Fourier

transform of the original data. This invariant transform is useful in

pattern recognition problems by characterizing objects subject to rotation,

dilation, and translation. If the image, loses track of the target, a pattern

recognition routine can take over to match the last frame containing the

target with a new frame zoomed back to show a much larger image plane, and

this transform can be used to locate the missing target.

A transform of the image plane which is invariant to translation,

rotation, and dilation is certainly useful, but doesn't yield the parameters

that indicate the amount of movement. To do this using these transforms,

matched filtering is required. The actual procedure that must be performed

is too complex to detail in this report, so only a brief description of this

procedure is outlined.

:latched filtering is essentially a normalized cross-correlation between

a function and a reference function. In this application, a windowed region

containing part of the target of a previous frame is used as a reference

function and is matched filtered with the current frame where the target

i
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has undergone only translation. The matched filter produces an image thatIi has a value at the location where the target has shifted to. Unfortunately

the target iz only allowed to undergo translation.

If the target undergoes translation, rotation, and dilation, then the

rotation and dilation parameters can be found by match filtering the Log-

Polar transform of the maqnitude of the Fourier transform of the reference

* iplane with a similar transformation of the current plane. The peak value

in the match filter output indicates the amount of rotation and dilation.

Once these coefficients are found, they can be applied to the current

image to correct for any rotation and dilation of the reference image. The

result can then be inverse Fourier transformed and match filtered with the

reference image. The peak now indicates the translation movements since the

reference image.

The number of computations that must be performed to derive the movement

parameters is enormous. However, many of the necessary operations can take

advantage of the high speed and parallel processing nature of CCDs. The

Fourier transform is implemented with the discrete Fourier transform which

has a CCD implementable form. Also match filtering is simply convolution

with a spatially reversed reference, and CCDs can be structured to handle

two dimensional convolutions. Operations such as tangents, logarithms,,
magnitudes, and squaring can be implemented with special purpose high speed

analog or digital hardware.

5.2.5.2 Assumptions

There are several. assumptions made by this procedure for identifying

the tracking parameters. The foremost one is that this algorithm allows

only translation, dilation, and rotation. Noise and rotation about an axis
4

not perpendicular to the viewing plane are not accounted for, and thus will

I
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cause errors in the parameters that are measured. Another assumption is that

I the noise must either be low level or stationary and white, since the match

filter is optimum onl, in the presence of white noise. Finally, unlike the

previous algorithms, large changes in position, size, and orientation are

all allowed by this algorithm, and so no assumptions about the time sampling

rate need to be made.

5.2.6 Segmentation Algorithms

The purpose of these algorithms is to segment the target from the back-

ground and then use this segmented image to estimate the target size,

position, and orientation. There are two computational parts to these

* algorithms: Segmentation and parameter estimation. Three segmentation

methods denoted by intensity methods, texture methods, and Gestalt methods

are suggested. No parameter estimation methods denoted by principal axis

J methods and projection methods are proposed.

5.2.6.1 Intensity Segmentation

These methods assume that the gray levels belonging to the target pixels
I

are significantly different from those of the background. In this case seg-

mentation can be achieved by thresholding with the appropriate thresholds.

The diffitulty lies in the determination of these thresholds. If some a

priori knowledge is available about the distribution of target and background

intensity values is available, then a Bayesian criterion can be used to

determine the optimum thresholds. If not, then a histogram of the image can

be computed and the intensity levels belonging to the target can be identified

if only the shape of the target distribution is known. Another possibility

would be to apply the above methods to either a low-pass, high-pass, or band-

pass version of the image. The filtered image may have target pixels whose

intensity are distinct from those of the background.



103

The exact method used for intensity segmentation is highly dependent

on the assumptions made about the target. Since the expected range of

applications is large, no assumptions will hz presented in this investigation.

Only possible procedures are suggested.

5.2.6.2 Texture Segmentation

These algorithms assume that the texture of the target is significantly

different from that of the background. Texture, however, is a subjective

quality. One means of giving texture a quantitative measure comes from

linear prediction theory. Linear prediction provides a set of coefficients

which will vary from texture to texture, and is based on linearly predicting

the intensity value of a pixel by a weighted sum of surrounding pixels.

These weights are the linear prediction coefficients, are assumed to be

contant over a given texture, and can be computed by structuring an over-

Iconstrained set of linear equations where the coefficients are the unknowns,

and using any of the CCD implementable techniques suggested in this report

for solving this kind Df pa-oblem. Once the weights for a particular type

of texture are found, then the linear prediction can be applied to the image

array as a CCD impleentable convolution. The squared error between the

predicted value and actual value can then be thresholded to determine

whether or not a particular pixel belongs to the texture on which the co-

efficients were trained. Thus the segmentation is complete. Results of this

approach to image segmentation are given in [23]. A filtered version of the

image may provide a better texture with which to work, but this is dependent

on any assumptions made a priori about the target.

A major assumption made by this algorithm is that some kind of rough

-..J segmentation is required to identify the pixels to be used in training the

linear predictor coefficients. If the target is exp.ected to be in the
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center of the image (as during tracking), then the texture filter can be

trained there or along the edges.

5.2.6.3 Gestalt Segmentation

In this approach the segmentation method is based on the Gestalt law

of common fate, which implies tnat if several image regions appear to move

together, they are treated as a single object. The algorithms used in this

technique may be the same as those used for gradient, moment, coordinate,
iZ

or transform algorithms discussed in earlier sections. Here these algorithms

are applied to small nonoverlapping regions within the input image and the

movement parameters of each region are computed. Those regions whose

parameters are close in some vector norm sense are grouped either to the

target or background, thus performing segmentation.

This technique makes the same assumptions as the tracking algorithm

being used. The primary difference is that the regions are smaller and fewer

points are available for computing the tracking parameters within each

region. Also this type of segmentation is rougher, since it assigns regions

of pixels to target or background as opposed to individual pixels.

5.2.6.4 Principal Axis Parameter Estimation

or a binary image is produced from the appropriate segmentationit
algorithm, an estimate of target position, orientation, and size is n-eded.

The principal axis method first estimates the centroid of the target image

by su:mming the coordinate values of points belonging to the target. The

average x and y coordinate that results is used as the position of the target.

3 Next a line which contains that point is obtained by minimizing the sum of

the square of the perpendicular distances from all target points to that

line with respect to the slope of the line. The angle formed between the

'IZ4 oV

- _ .V
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line (principal axis) and a reference line yields the angle of orientation.

The size estimate is then made by computing the number of pixels classified

as belonging to the target. Note that the above calculations can be donei
with weighted sums of coordinate values, and thus can be implemented with

CCDs.

5.2.6.5 Projection Parameter Estimation

A faster algorithm may be provided by this approach. This method first

projects the binary image onto the x and y axes. That is, the number of

pixels belonging to the target along each row and along each column is com-

puted and stored. As in the principal axis approach the total number of

target classified pixels is used as the size estimate. Now however, the

position is determined by computing the one-dimensional centroids of the two

orthogonal projections. The one-dimensional centroid can be computed by a

summation of coordinate values weighted by the number of pixels from the

target assigned to that coordinate. The angle of orientation can be computed

by performing this one-dimensional centroid calculation on the four sections

of the projections separated at the centroids computed earlier. The angle

of orientation is thus given by

-l (T B)/(T B
0 tan [(YT-yB)/(xT-xB)] (5.2.6.1)IT B T Bwhere YT, yB, XT , and X a..e the centroids for the top and bottom y projection

and the top and bottom x projection respectively. Note that the computations

made by this algorithm can be performed mostly by CCDs.

.3 5.2.6.6 Assumotions

There are several assumptions made by segmentation algorithms. One

important assumption is that the entire target is in the field of view of

the input image array. ±his is necessary so that the differentiation between

... .. .. . .. .. . ... - -
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target and background can be used for segmentation and position estimation.

Another important assumption is that there is a difference between the

target and background, and that the difference is dependent on the applica-

tion and therefore must be known a priori. This is so the hardware can be

* structured to segment based on only one type of difference, whether that be

intensity differences, texture differences, or motion differences. Although

the parameter estimation algorithms are relatively insensitive to a small

numzz- of misclassifications, the algorithms will not work well with only

a rough segmentation performed.

5,3 Implementation

As a demonstration of the practicality of this algorithm search, an

example system is developed in this section. This example is not a proposal

for hardware design, nor does it necessarily represent the cptimu approach,

but it does serve to illustrate the CCD structure of a viable alternative

to the proposed system. The design presented in this section is based on the

moment tracking algorithm of section 5.2.2 and the Kalman parameter identifi-

cation algorithm of section 5.2.4. It is assumed that there is a single

target centered in the field of view (FOV) occupying a significant area

(greater than 1% of FOV). The problem of identifying and locking the target

within the field of view is not considered in this design. The overall

system configuration is shown in Figure 5-1. The functions of the imager,

preprocessor, moment estimator, parameter estimator, and imager controller

are discussed individually in the follow sections. In addition, functional

diagrams of the moment and parameter estimators are developed. The timing

;and control functions are discussed within each of the other functional

block descriptions.

A - -



I 107

41

ZP 0

0 0

-1-4 41-

>1 0

0 :30

-44

Iw 0
i * 0

344

1 2
-- -~ -' ---- -- ~ - ---- IN'-



i'!
108

5.3.1 Imager

The imager is a CCD image array of 10C by 100 pixels. It is highly

sensitive to the infrared spectrum, since it is assumed that all targets of

interest will appear warm against a cold background. The exposure (integra-

tion) time is variable and controlled by the timing and control unit. The

amount of exposure is determined by the light intensity of the field of view,

so that the contrast between the target and background is sharp enough for

accurate identification of target points by their intensity values. A frame

rate of 10 frames per second allows a maximum exposure time of .01 seconds

and a processing time of .09 seconds before the next frame is exposed. After

exposure, the discrete analog data is transferred from the CCD image array

one pixel at a time at a 1 MHz rate. A gated 10 KHz clock is used to clock

the data up one row with the top row being lost and the bottom row given

appropriate values in preparation for the next exposure. The top row is

clocked to the right with a 1 MHz clock with a readout on the upper right

corne: pixel. Thus the data is clocked out with the appropriate signals

from the timing and control box in the order shown in Figure 5-2. Note that

if the top N rows are not needed, then they may be clocked out at a rapid

rate, and readout may start on the N + 1 row.

5.3.2 Preprocessor

The primary function of the preprocessor section is to prepare the data

for the moment estimator. This may include low pass filtering to eliminate

high frequency noise or weighted correction of nonlinearitics in the imager.

In this design, it is used to normalize the data, so that the target contrasts

sharply with the background and there are sufficient intensity variations

within the target to provide good moment estimates. Histogram equalization

is one means of performing this normalization, but the associated hardware
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is too com,.lex. A simpler but effective method is to subtract out the mean

of the data at each point, then divide the resulting data by its variance.

This will give a normalized data set with zero mean and unit variance.

Another function of this preprocessor is to reduce the bulk of the data.

Since the target is assumed to be roughly in the center of the frame, only

the center 32 by 32 pixels are kept for processing. Since the timing and

control unit knows when each nixel is clocked out of the image array, it can

generate the appropriate signals for clocking the center area into a 1024

stage CCD shift register. A diagra= of the preprocessor with the data

reduction and normalization functions is shown in Figure 5-3.

5.3.3 Yzo-nt Estimator

The moment estimator receives the data from the preprocessor and stores

it in a 100 stage CCD array, which is tapped in such a way that 4 by 4

square regions are available for mo.- nt estimation. These sixteen taps are

then multiplied by their digital coordinates and su-ed to provide the five

moment estimates needed for the constrained Affine parameter estimation.

Let Figure 5-4 establish a coordinate system. Using the expansion given by

(5.22.2) and the approximation given by (5.2.2.3) and (5.2.2.4), and

i constraining the Affine parameters such that a,, a2= a I and -a2= a21

,: a 2  the basic equation of (5.2.2-1) becomes

!(5.33a)

where
3 3

"I w(k,t) = ) f(x+i, .'+j t) (5.3.3b)
i=0

= t

I
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3
x (k,t) = [(y+3)f(x+i, y+3, t) - (y)f(x+i, y, t)]

~i=0

3
+ I [(x+3) f(x+3, y+j, t) - (x)f(x, y+j, t)]

j=0

3 3
-2 L f(x+i, y+j, t) (5.3.3c)

i=0 j=0

3
x2 (k,t) (x+i)[f(x+i, y+3, t) f(x+i, y, t)J

i=0
3

- (y+j)[f(x+3, y+j, t) - f(x, y+j, t)) (5.3.3d)
j=0

3
x3(k,t) = [f(x+3, y+j, t) - f(x, y+j, t)] (5.3.3e)

j=0

and
3

x 4(k,t) = [f(x+i, y+3, t) - f(x+i, y, t)] (5.3.3f)
i =0

Note that these sums of products are CCD implementable. The coordinates are

digital values supplied by the timing and control unit, thus every multiplica-

tion is analog by digital with analog output and every summation is analog.

The diagram of the hardware needed for this moment estimator is shown in

Figure 5-5. Figures 5-6 and 5-7 show further details of the multiplication
s

and summation sections.

5.3.4 Parameter Estimator

The parameter estimator implements the Kalman estimator as given in

(5.2.4.5) and is formulated for this problem as:

TA(kil) = A(k) + V (k)X(k)[Z(k) - A (k)X(k)]/p(k) (5.3.4a)
A

T
V (k+l)= V (k) + V -V (k)X(k)X (k) V (k)/p(k) (5.3.4b)

A A Li A A

where

p(k) = VV2 + X T(k)VA (k)X(k) (5.3.4c)

VA -
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A(k) (al(k,t) a 2 (k,t) bl(k,t) b2 (k,t)]T (5.3.4d)

x(k, = [x (k,t)x 2(k,t) x 3(k,t) x 4(k,t)]T (5.3.4e)

and

Z(k) = W(k,t) - W(k,t-T) (5.3.4f)

Note that A(M), V A(0) , Vv and VU must be initialized to some value before

processing.

The complexity of this algorithm requires high speed processing. There-

fore, special purpose digital hardware is used to implement this function. Due

to the high speed requirements, as much of the processing as possible is per-

formed in parallel. A diagram of the hardware implementation of this algorithm

is shown in Figure 5-8.

5.3.5 Imager Controller

The imager controller consist! of that hardware which controls the field

of view for the image array. In this application, it is assumed that the

image array is locate2d in a small enclosure which can pan left and right

or tilt up and down. Also a lens system allows zoom and fociis control. The

imager controller receives the parameter estimates from the parameter

estimator, refines these estimates using the estimates from the previous

frames, then generates the appropriate control signals to center the target

witnin the field of view. The hardware involved in this implementation is

beyon the scope of this investigation, and thus will not be presented in

this section.

5.4 Summary

Several algorithms for performing imaje tracking have been presented in

this section. A CCD based implementation witY analog and digital support has

been suggested for each algorithm, and thus ea-h one appears to be feasible
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for use either as a substitute for the TSVIP algorithm or as a support

algorithm for it. Further studies will be required to make this determina-

tion.

TheL are distinct advantages and disadvantages among the algorithms.

The segmentation algorithms provide better lock capabilities than the gradient,

moment, or coordinate based algorithms, since they provide absolute tracking

measurements referenced to a fixed coordinate system as opposed to relative

I tracking measurement referenced to the previous frame. The transform based

algorithms require more computations than the othe- algorithms. The sequential

solution offered by the Kalman estimator or the Widrow-Hoff estimator has a

more efficient hardware structure than a pseudo-inverse implementation, but

a slow rate of convergence could easily offset this advantage. The segmenta-

tion and transform algorithms can tolerate a slower sampling rate even for

*fast targets, while the coordinate algorithms can tolerate a lower spatial

sanpling rate. All the algorithms can model rotation, dilation, and

translation, but the segmentation algorithms are not affected by any movements.

They are affected however by changes in texture or intensity. The gradient
Is

algorithms are very noise sensitive.

Thus there are many advantages and disadvantages that can now be observed

among the possible algorithms. Table 5-1 roughly summarizes these, but the

final derision must be based on simulation studies and hardware proposals.

A program to simulate a moving target has been developed. This will provide

a common data base to test the algorithms. The algorithms need to be develop-

ed as computer programs, and performance indices must be created to measure
A

their performance with the common data base. A supplementary report on this

task giving a summary of the performance data will be provided later, or the

information will be available from a journal publication.
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Computationa! Simplicity 2 2

I!CCD Implementability 5 5 4 5

!I

Noise Immunity 1 3 4

0 -

Segmentation Immunity 4 4 1 1 2

Tracking Error Immunity 2 2 2 4 5

Spatial Sampling Immunity 2 3 h 3 5

Time Sampling Immunity 2 2 2 1 5

Legend:
1 = Poor

i 2 = Moderately Poor
3 = Fair
14 = Moderately Good
5 = Good

i)I

Table 5-1

Algorithm Comparison Chart

Itri

fI

I"-
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CHAPTER VI

RECOMMENDED FUTURE RESEARCH

Tracking and guidance using computer vision has much to offer in both

military and civilian applications for a broad spectrum of activities.

Systems that can look over the horizon and recognize specific patterns and

then provide homing signals have many generic problems that are identical to

those of systems which pick cabbages from a moving vehicle or perform tasks

on the factory floor, so military technology will benefit from advanced

automatlon and other computer vision research in progress both here and

abroad. However, some research dedicated to tracking and guidance is

required to be certain that problems specific to this area are solved

in a timely manner.

Our results on CCD architectures for signal processing are encouraging.

But, the practical and conceptual problems can be solved only through con-

tinued reseai..h. This technology provides one of the best possibilities for

rapidly processing the very larg- quantities of data needed to realize high

level, real time computer vision. The problems of size and reliability

are of the utmost importance if systems are to be installed on small

carriers and, here again, CCDs offer a possible solution. Separate research

on CCD basic building blocks for signal processing is recommended if a

unified research program is not continued.

The realization of practical computer vision tracking with a high

degree of confidence is expected to require a hierarchy of algorithms work-

ing together to accommodate the wide variety of environmental conditions

that can be encountered. The algorithms will include multiple solutions

for measurina motion in three dimensions, segmenting, edging, recognition
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and capability of accommodating multiple targets; and all of this in a

noisy environment which partly, or occasionally completely, obscures the

target. General algorithm work and testing will undoubtedly be a long

term area of research, certainly in the next five to ten year time frame.

It is important that experimental work accompany the theoretical work.

A computer vision tracking and guidance laboratory should be established

to test and refine algorithms and to help delineate the problems that can

be discovered only through hardware experimentation. The laboratory needs

working systems and target simulation capability. We have reached the first

performance level with our experimental system, but the components were

originally built or acquired for manufacturing automation. Equipment de-

signed for this specific problem is needed, including a dedicated digital

computer. The establishment of such a laboratory is recommended because

of the fundamental importance of small conputer vision based tracking and

guidance systems.

fo
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Appendix 2.1; Pin Connections for Video Interface Cable

TO EXTERNAL DEVICE

D~rJC ED OITNEETALSSIGN'AL Pull CONEZECTOR P]DI

BIT 0 A A

BIT 1 B E

BIT 2 C K

BIT 3 D P

B" T.r"BI.T E U

BIT 5 F Y

BrI 6 H c

BITY J h

B l * t

B11 N BB 

LIBIT 12 P _

BIT 13 R C

,,BIT I S H

K'T 15 T M -

,T C C" :Ik'D 22, Z k, r

GF, .,,, LB DD

A ...... .. .
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;9;,endix 2.2: Photographs of Tracking'System

Photograph of camera

and pan tilt mount.

IIZ.

Photograph of HP2100___

minicomputer.
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Photograph of camera controller

list

overall view of tracking system
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Wfle~ CC CC CCCC CCCCCC CC CCCCCCC CCCCC CCC CC CcCC CCC C.,ccCCcCcccCC CCCrCCcccclt3
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V'I' cC CFC V~Tf)1 m-)--~T1.I-IG SUf'.ATIOn's fcr
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(~iA4suOUT'1E PIPIPIX)
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0'015 cc SOURCE: FILEa: D I S P5 C>
0 410 CC OB1JECT ;:IC.: Di1S PR
-001 I cc CALLU.1UT ;: A
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0020 cc 'XX~M 'E VALUF TO BF MIF.LAYED
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V'014 CC SOUkICE- F IL
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W-110 CC CALLED :RY: *T'

(18 CC THIS ~'O~V'jr ~ ~ P'~1~S
'oIyCC C.TE 'Z A'iXI F7 ry?

2-3- CC TSUI ! -)I f-flr IDV.-iA, .in
-0~21 CC V:- V - 1- &,+-A
Of!~22 CC
00V23 CC A D!n :F7=Q A~t~t.V: rij' :y . I
0024 CC A Tt??1 TR-**q.ZSE -) AP9AY t.: nJ 'I.
00(25 C C APSU L~~PE ~~Y T T".P V!

011)2 6 CC ?n-ICT nF Vyl)~ 1)~~'
0027 CC iYJ 'Y 4z-nPAr- AQP'AY: MtU. ! It
002.9 CC t;& 1 I,,SO'5I (Mc TlH' OnV CCFE) ~Ae
003.- CC
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(~4 S1~?LJTINPT I NV (A, I A. N , WA IL)

oi.;1CCCC.CccCOCCCC CCCCCC(CCCCCCCCCCCCr CCCC CCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCCC
S' ccccc.,1.1ccc cccccc ̂ ccccccccccccccccccrcclc'rrc"C'ccccc cccCClCCCCCCCC"CCf-
SCC CC'-

I CC CrC
~0 1 cc Th1E "U-,?OcSE OF THIS ROUJTI"'. IS TO FIND 71E IN1VERSE OF A ?!ATRIX CC
0012 CC 13Y CAU'SS-JORDAN F-LIMINATInt'i. ARDLYIIG TO TVE RO',-.S OF THE CC'
0I 3 CC IDFh-YIY .!,ATRIv I T'1E SA'-t EI.E"MIT4dY RnOH TRAM5F"nP/ATIOt1 A~S cc~

00 14 CC' T1OS .5:!Y UHICH Ik IS REDUCED TO T1F CANNIAl- FORM. 1I THE cc A
o 1)I CC OF A IS OBTA.IWED. PARTIAL PIVCOrP!(. FOP THF LAPOEST c
ljY1N o CC 0IAMO!AL FLEV1ENT IS ALSO flONE. cc
jA17 CC CC

('r, I:j cc Sr~iCE ILTE : p'VSc,
:40 I c CC CJ ECT FI11-::IV

2 1 CC C 'IJ ,i 1-:l; FUi 1) C~

f~;2 2 CC Ai 1u N* 4 I It -,JT APPAY '!P-OSCE IMTVFPSE IS CC~
Q 2 3 CC DESURi !). moTp A IS 11ESTR")Y. P Y ITS Cl

.)-j24 cc I Vc!spS . CC
. f ' CC I A I-r-ff-7H rPC ) F A

.... 2,/ CCC-

CR
Of'.S ( (TrP 1 ) p

3)f e.1 C=
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,t7 LS= 1 +1.
SA ( S. 1-)=-i% ( LS, L)/A (-,I.) A-321 V~b 1[; 14 I!=I,V"

O[ 6: ,  LT= I1I+ 1.

f" ol II (.r.0,T.L) Go TO I
JX-o2 L T=I.T- I(1003 14(~3 4 A (.S, I.T)=A( LS, LT) +A(LS, L) *' (LqT.T)

IF (A(;,0!)oP'W) GO TO V'An'"" " . , 64 =1 ,K,
; o6 6" A(i, I )=A (" I A

0,68 DO 3 2 .=I,v

07" LLL= L+ I
atl 7I1 DO 24 J=1 .LLT.
0 f 12 LT J;;-, I
Wl 13 TE'P (J)=A (L;:, LT)
'174 A (I',LT)=,. ,

2 IF(J. EO. LLL) A(L'(,LT)= .r
0076 24 CnlTCINUE
04 1 7 7 10 3. ;.=1 ,L

.'- I +
d, 1= 3-1 +1

J.b 3' A(L ',f+Z)=A,(T'.,LZ)-TP'.P(
4 ' ''2,[LZ)
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. ; :,93. pr:fij )'"

; 4 I ('A I F T _= I
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00023 C

0 0 -,) 4SU: OUTPIF ?FFT(1II,PIMAX,.WAX)
000b5 C
0006 C
0,0"1~7 CCCCCCC'('CC('t^%"' CC,"CCCCCCCCCCCCCCCCCCC(CCCCCCCCCCCCCCCCCCCC-CCccccccccCCC
00-A~8 CCCCCCcCCCCC.,,-,C'YC2"CO""CcrCCCCCCCCCCCCCCCCCCCCCCCCCCCCC CCCCCCCCCCCCCCCCCC.I

kv 01 1 Icc THE i-UPh-'OSE OF 7hUS RnUTIN1F IS TO STLSULATF TARM:T MOTION Ry t
001I2 CC TPhE DATA ARRAYc-
0013 CC c
'014 CC SOUqLCF FIT C: PFPTS
001 cc OPJEC"I F I L-: PEPTE?
0'A16 cc CA LEF 'Y: CONT
GOiZ7 CC c
locg 9cc I I IIIA(,E DATA ARRAY t

(1 1 ,cc I AX .& J'AX DIrrIv ) F DATA APPAV c002 ! cc I SUTFT :K JS!41T SHCZ~fT~
-1W 2 1 CC I P T* JD T4? LOCNTI' I\ID)TCE9
0022 CC Cq

iA23 CCCc
002A C(-Cr-%-CCCCCCCCCCC~C CCCCCCCCCCCCCCCCCCCCCCC CCCCCCCCCCCCCCCCCCCCCCCCCct

,i,)2 CC t CCCC7CCCCCCCCCCCCC :;CCCCCCCCCCCCCC CCCCCCCCCCCCr(.CCCCCCCCCC CCCCCCCCCC
oih26 C i

-,)-,,27 C
(,A2d 8 N FF 1 ( 1 : r (
0"1~2 C

Aoi3 -Z~ ' Fnl*OAT (UT .')',) !in[?IZnNTAi. A111 V--PTT'CAL PFRTIJPPRATIn S",)

~3 3 C
,.134 V)~ 314" 1=1,1 AX

1 3 Do 3-,"' 1= I ,J-:' AX
'36 1 P =v1 1

.":37j -P=Jsi~Ij
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Appendix 2.5: Parts Layout for Video Interface
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